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Abstract. A linear equation is an equation in which each term contains a constant with a variable of degree one or single 

and can be described as a straight line in a Cartesian coordinate system. A Linear equations system is a collection of several 

linear equations. A system of linear equations whose coefficients and variables are fuzzy numbers is called a fully fuzzy 

linear equation system. This study aims to apply a metaheuristic algorithm to solve a system of fully fuzzy linear equations. 

The objective function used is the minimization objective function. At the same time, the metaheuristic algorithms used in 

this research are Particle Swarm Optimization (PSO), Firefly Algorithm (FA), and Cuckoo Search (CS). The input in this 

research is a fully fuzzy linear equation system matrix and parameters of the PSO, FA, and CS algorithms. The resulting 

output is the best objective function and the variable value of the fully fuzzy linear equations system. The work was 

compared for accuracy with the Gauss-Jordan elimination method from previous studies with the help of the Matlab 

programming language.  The results obtained indicate that the Particle Swarm Optimization (PSO) algorithm is better at 

solving fully fuzzy linear equation systems than the Firefly Algorithm (FA) and Cuckoo Search (CS). This case can be seen 

from the value of the resulting objective function close to the value of the Gauss-Jordan elimination method. 

INTRODUCTION 

A linear equation is an equation in which each term contains a constant with a variable of degree one or single and 

can be described as a straight line in a Cartesian coordinate system. Linear equations system is one of the systems of 

equations in mathematics and is a collection of several linear equations. Two methods can solve a linear equations 

system:  the analytical method and the numerical method. The solution of the linear equations system generally uses 

the analytical method. Still, if the case is a case that is difficult to solve using analytical methods, numerical methods 

are used to solve it [13]. 

Several numerical methods are often used to solve problems with systems of linear equations, namely the Half 

Interval Method, Linear Interpolation, Secant, Newton-Raphson, and others. However, there are weaknesses in these 

methods. This weakness has prompted new studies to solve linear equations systems, one of which is by using a 

metaheuristic algorithm. Metaheuristic algorithms can be defined as advanced heuristic-based algorithms to solve 

optimization problems efficiently. Some examples of metaheuristic algorithms include the Particle Swarm 

Optimization (PSO) algorithm, Firefly Algorithm (FA), Cuckoo Search (CS), etc. 

Kusumadewi et al. [8] state that fuzzy logic is appropriate to map an input space into an output space. Lotfi A. 

Zadeh first introduced this concept in 1965. According to Zadeh [17], in fuzzy logic, the degree of membership is 

known, with a value range of 0 to 1. Based on this explanation, it can say that fuzzy membership lies in the interval 

[0,1]. There is a scientific development that combines equations systems with fuzzy numbers. A Linear equations 

system with constants in the form of fuzzy numbers is called a system of fuzzy linear equations. In addition to the 

fuzzy linear equation system, there is also a fully fuzzy linear equation system. The fully fuzzy linear equations system 

is a linear equations system in which the coefficients, variables, and constants are fuzzy numbers. 
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Based on the explanation, the authors are interested in solving the fully fuzzy linear equations system using a 

metaheuristic algorithm which will then test its accuracy by comparing it with the Gauss-Jordan elimination method. 

The metaheuristic algorithms in question are Particle Swarm Optimization (PSO), Firefly Algorithm (FA), and Cuckoo 

Search Algorithm (CS). 

FUZZY LOGIC 

Lotfi A. Zadeh first introduced fuzzy logic in 1965. According to Kusumadewi et al. [8], fuzzy logic is appropriate to 

map the input space into an output space. The workings of fuzzy logic consist of input, process, and output. Fuzzy 

logic has a concept that resembles the human way of thinking. Fuzzy logic can present human knowledge in a 

mathematical form that is more like human thinking. If, in strict logic, an element has two choices: a value of 1 or true 

and a value of 0 or false. Some basic definitions are reviewed [6, 7, 9, 10] 

 

Definition 1  

Set 𝐴 is a fuzzy set that has a membership degree 𝜇𝐴 such that  

𝜇𝐴(𝑥) = {
1,         𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑥 ∈ 𝐴
0,         𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑥 ∉ 𝐴

 

Definition 2  

A fuzzy set 𝐴 called convex if and only if for every 𝑥1, 𝑥2 ∈ 𝑋 and 𝜆 ∈ [0, 1] holds 

𝜇𝐴(𝜆𝑥1 + (1 − 𝜆)𝑥2) ≥ 𝑚𝑖𝑛[𝜇𝐴(𝑥1), 𝜇𝐴(𝑥2)] 

Definition 3  

A fuzzy set 𝐴 called normal if and only if the degree of membership is not empty. In other words, we can find the 

point 𝑥 ∈ 𝑋 with 𝜇𝐴(𝑥) = 1. 

 

Definition 4  

If a fuzzy set is convex and normalized, and its membership function is defined in ℜ and is continuous, it is called a 

fuzzy number. So the fuzzy number in the fuzzy set is represented as an interval of real numbers with fuzzy boundaries. 

 

Definition 5  

A fuzzy number �̃� = (𝑝, 𝑞, 𝑟) is called a triangular fuzzy number if it has a membership function structure such that 

�̃� ≥ 0 if and only if 𝑝 − 𝑞 ≥ 0. 

 

Definition 6  

The triangular fuzzy number �̃� = (𝑝, 𝑞, 𝑟) is said to be non-negative if 𝑝 ≥ 0. 

 

Definition 7  

Two fuzzy numbers �̃� = (𝑝, 𝑞, 𝑟) and �̃� = (𝑙,𝑚, 𝑛) can be called equivalent if and only if 𝑝 = 𝑙, 𝑞 = 𝑚, and 𝑟 = 𝑛.  

 

Definition 8  

A fuzzy number �̃� = (𝑝, 𝑞, 𝑟) is called triangular fuzzy numbers if its membership function is of the following form: 

 

𝜇(𝑥) =

{
 
 

 
 1 −

𝑎 − 𝑥

𝑏
,          𝑎 − 𝑏 ≤ 𝑥 ≤ 𝑎, 𝑏 > 0

1 −
𝑥 − 𝑎

𝑐
,            𝑎 ≤ 𝑥 ≤ 𝑎 + 𝑐, 𝑐 > 0

0,                                                       𝑜𝑡ℎ𝑒𝑟𝑠

 

 

Suppose �̃� = (𝑝, 𝑞, 𝑟) and �̃� = (𝑙,𝑚, 𝑛) are two triangular fuzzy numbers; according to Dubois et al. [2], 

arithmetic operations on fuzzy numbers representing triangular curves are defined as follows:  

 Addition: �̃� ⊕ �̃� = (𝑝 + 𝑙, 𝑞 + 𝑚, 𝑟 + 𝑛)  
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 Subtraction: �̃� ⊝ �̃� = (𝑝 − 𝑙, 𝑝 − 𝑚, 𝑟 − 𝑛) 
 Multiplication:  if �̃� ≥ 0 and �̃� ≥ 0 then �̃� ⊗ �̃� = (𝑝𝑙, 𝑝𝑚 +𝑚𝑞, 𝑝𝑛 + 𝑙𝑟) 
 Scalar multiplication. Let 𝜆 be scalar then 

𝜆 ⊗ �̃� = 𝜆 ⊗ (𝑝, 𝑞, 𝑟) = {
( 𝜆𝑝, 𝜆𝑞, 𝜆𝑟 ),               𝜆 ≥ 0 

(−𝜆𝑝,− 𝜆𝑞, − 𝜆𝑟 ),    𝜆 < 0
 

 

FULLY FUZZY LINEAR EQUATIONS SYSTEM 
 

The fully fuzzy linear equation system is a system of linear equations in which the coefficients, variables, and 

right-hand side constants are fuzzy numbers. According to Muruganandam et al. [10], the general form of a fully fuzzy 

linear equation system is as follows:   

(�̃�11 ⨂ �̃�1)⨁(�̃�12 ⨂ �̃�2)⨁ … ⨁ (�̃�1𝑛 ⨂ �̃�𝑛) = �̃�1 

(�̃�21 ⨂ �̃�1)⨁(�̃�22 ⨂ �̃�2)⨁ … ⨁ (�̃�2𝑛 ⨂ �̃�𝑛) = �̃�2                                                (1) 

⋮ 
(�̃�𝑛1 ⨂ �̃�1)⨁(�̃�𝑛2 ⨂ �̃�2)⨁ … ⨁ (�̃�𝑛𝑛 ⨂ �̃�𝑛) = �̃�𝑛  

where  

�̃�𝑖  = Variable 𝑖-th 

�̃�𝑖𝑗  = Coefficient of �̃�𝑖   

�̃�𝑖   = right-hand side constants 𝑖-th 

for 1 ≤ 𝑖 ≤ 𝑛 and  1 ≤ 𝑗 ≤ 𝑛 

 

Based on Equation 1, the fully fuzzy linear equation system �̃�  ⨂ �̃� = �̃� can be written as follows: 
(𝐴,𝑀,𝑁) ⊗ (𝑥, 𝑦, 𝑧)  = (𝑏, ℎ, 𝑔), 

whereas by using arithmetic operations we get, (𝐴𝑥, 𝐴𝑦 + 𝑀𝑥, 𝐴𝑧 + 𝑁𝑥) = (𝑏, ℎ, 𝑔), 
so based on Definition 7, we get the form: 

𝐴𝑥 = 𝑏;  𝐴𝑦 +𝑀𝑥 = ℎ;  𝐴𝑧 + 𝑁𝑥 = 𝑔                                                       (2) 

PARTICLE SWARM OPTIMIZATION (PSO) ALGORITHM 

Kennedy and Eberhart developed Particle Swarm Optimization (PSO) in 1995. Particle Swarm Optimization 

(PSO) is a swarm intelligence algorithm that simulates the social behavior of a group of birds. The PSO algorithm 

uses a population of a set of particles, where each particle represents a possible solution to an optimization problem. 

Each particle has a function value that is evaluated by the function to be optimized. The velocity (velocity) adapted 

from the search area to move and stored as the best position ever achieved. So that from the behavior of the bird 

collection, which is then used to solve optimization problems. 

Each particle revolves around the multidimensional search space and adjusts its position based on the particle's 

experience and the neighboring particle's experience. Each particle has a position 𝑧𝑖 = [𝑧𝑖1, 𝑧𝑖2, … , 𝑧𝑖𝑁] and a velocity 

𝑣𝑖 = [𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝑁], where 𝑖 represents the 𝑖-th particle and 𝑁 represents the dimensions of the search space or the 

number of unknown variables. Initialization of the PSO algorithm begins by randomly assigning the initial position 

of the particle (solution) and then finding the optimal value. In each iteration, each particle updates its position 

following the two best values, namely the best solution that has been obtained by each particle (pbest) and the best 

solution in the population (gbest). After getting the best two values, the position and velocity of the particles are 

updated using the following equation [12]: 

 

𝑣𝑖
𝑡+1 = 𝜃𝑣𝑖

𝑡 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑖
𝑡 − 𝑧𝑖

𝑡) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑖
𝑡 − 𝑧𝑖

𝑡)                                                  (3)  
𝑧𝑖
𝑡+1 = 𝑧𝑖

𝑡 + 𝑣𝑖
𝑡+1                                                                                           (4) 

where 

𝜃  = Weight coefficient of inertia 

𝑣𝑖
𝑡  = The velocity of the 𝑖-th particle in the 𝑡-th iteration 

𝑧𝑖
𝑡 = Solution (position) of the 𝑖-th particle in the 𝑡-th iteration 

𝑐1, 𝑐2  = Acceleration coefficient  

𝑟1, 𝑟2  = Random variable 
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FIGURE 1. Particle Swarm Optimization algorithm FIGURE 2. Firefly algorithm 
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The acceleration parameters 𝑐1,𝑐2, 𝑟1, and 𝑟2, are random numbers with uniform distribution in the interval [0,1]. 

The parameters 𝑐1 and 𝑐2 are positive constants to control how far a particle will move in a single iteration. Low values 

allow the particle to travel far from the target area before pulling back, while high values result in a sudden movement 

towards the target area. Based on previous research, it has been shown that the acceleration coefficient must meet 

𝑐1 + 𝑐2 < 4(1 + 𝜃) and 𝑐1 = 𝑐2; assigning different values to 𝑐1 and 𝑐2 usually leads to an increase in work [3]. 

The weight coefficient of inertia (𝜃) serves to reduce the velocity of the particle. A high value of the weight 

coefficient of inertia causes an increase in the share of global exploration (global exploration), while a low value 

emphasizes local search. To not focus too much on one search and keep looking for a new search area in a specific 

dimension space, it is necessary to find a balanced value of the inertia weight coefficient (𝜃) to maintain global and 

local searches. The following formula can find the coefficient of inertia weight: 

𝜃 = 𝜃𝑚𝑎𝑥 − 𝑖
𝜃𝑚𝑎𝑥 − 𝜃𝑚𝑖𝑛

𝑖𝑚𝑎𝑥
                                                                            (5) 

where 𝜃𝑚𝑎𝑥 and 𝜃𝑚𝑖𝑛n are the initial and final values of the coefficient of inertia weight, respectively, 𝑖𝑚𝑎𝑥 is the 

maximum number of iterations used, and i is the iteration. Previous research shows that the weight coefficient of 

inertia must be in the range of 0 and 1 [4]. Particle Swarm Algorithm can be seen in the Figure 1. 

FIREFLY ALGORITHM (FA) 

The Firefly Algorithm (FA) was developed in late 2007 by Xin-She Yang at Cambridge University. This algorithm 

is based on the blinking pattern and behavior of fireflies. According to Yang [15], the FA uses three rules that are 

considered ideal, i.e.: 

 Fireflies are unisex, so one firefly can be attracted to another firefly regardless of gender. 

 The level of attraction of the firefly will be proportional to the level of brightness of the firefly. The farther 

the distance between the fireflies, the brightness level of the fireflies will decrease or disappear. So for every 

firefly that blinks, a less bright firefly (dimmer) will approach a brighter firefly. If neither of the two fireflies 

is brighter, then the fireflies will move randomly. 

 The brightness level of fireflies will be determined by the objective function of the given problem. 

There are two important problems in the FA algorithm: the variation of light intensity and the formulation of 

attractiveness. The objective function and attractiveness will determine the brightness of the firefly is proportional to 

the brightness. So for every two fireflies that blink, the firefly with the less bright light will move towards the firefly 

with the brighter light. The objective function influences the light intensity in fireflies. The level of light intensity for 

fireflies 𝑥 is formulated as follows: 

𝐼(𝑥) =
1

1 + 𝑓(𝑥)
                                                                                               (6) 

 

where the value of  𝐼(𝑥) is the light intensity level on the fireflies 𝑥 which is inversely proportional to the solution 

𝑓(𝑥) or the objective function of the problem to be searched. 

Attractiveness (𝛽) is relative because the intensity of light depends on other fireflies. Therefore, the assessment results 

will differ depending on the distance between one firefly and another (𝑟𝑖𝑗). There are several cases where the light 

intensity will decrease from the source due to being absorbed by media such as air and others. So that attractiveness 

(𝛽) can be determined with a distance (𝑟) as follows: 

𝛽 = 𝛽0𝑒
−𝛾𝑟2                                                                                                        (7) 

where 𝛽0 is the attraction when there is no distance between the fireflies (𝑟 = 0) and 𝛾 ∈ [0,∞] is the light 

absorption coefficient [1]. 

The distance or the distance between the fireflies 𝑖 and 𝑗 at positions 𝑧𝑖 and 𝑧𝑗 is each a Cartesian distance which is 

formulated as follows: 
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𝑟𝑖𝑗 =∥ 𝑧𝑖 − 𝑧𝑗 ∥= √∑ (𝑧𝑖
𝑡 − 𝑧𝑗

𝑡)
2𝑛

𝑡=1
                                                                    (8) 

where𝑧𝑖
𝑡 is the 𝑡-th component of 𝑧𝑖 on firefly 𝑖 and 𝑧𝑗

𝑡is the 𝑡-th component of 𝑧𝑗 on firefly 𝑗. 

The movement of firefly 𝑖 due to attraction to other fireflies 𝑗, whose light intensity is brighter, is called movement. 

The movement causes the change in the position of the fireflies according to the following formula: 

 

𝑧𝑖
𝑡+1 = 𝑧𝑖

𝑡 + 𝛽(𝑧𝑗
𝑡 − 𝑧𝑖

𝑡) + 𝛼 (𝑟𝑎𝑛𝑑 −
1

2
)                                                           (9) 

where the first term (𝑧𝑖
𝑡) is the old position of the firefly, the second term occurs because of interest; the third term is 

the random movement of the fireflies with being the coefficient of the random parameter, and rand is a random number 

in the interval [0,1]. The implementation of the FA algorithm usually uses 𝛽0 = 1, 𝛼 ∈ [0,1], and 𝛾 ∈ [0,∞] [1]. 

Firefly Algorithm can be seen in the Figure 2. 

  

CUCKOO SEARCH ALGORITHM (CS) 
 

Cuckoo Search (CS) is a metaheuristic algorithm developed by Xin-she Yang and Deb in 2009. This algorithm is 

inspired by the parasitic nature of several cuckoo species that lay eggs in the nests of other host birds (other species). 

Some host birds can come into direct conflict with annoying cuckoos. For example, if the host bird discovers that the 

egg in the nest is not its own, it will either discard the foreign egg or leave the nest and build the nest elsewhere. Some 

cuckoo species, such as the New World brood-parasite Tapera, have evolved to the point where the color and pattern 

of their eggs mimic those of the chosen host species [11]. Cuckoo Search Algorithm can be seen in the Figure 3. 

Yang and Deb [14] used Lévy Flights, an extension of the random walk, to develop the Cuckoo Search (CS) 

algorithm. Lévy Flights is a random walk distributed by Lévy. Lévy Flights can map fruit flies in search of food. Fruit 

flies will focus on one point when looking for food; if fruit flies feel the food is running out, they will look elsewhere. 

This study also explained that Lévy Flights helped the CS algorithm in the search because the search steps were getting 

wider and wider. The CS algorithm uses Lévy Flights to get better accuracy than other optimization algorithms in 

determining the optimal point. Yang and Deb, in their research in 2009, stated that specific rules must be met in the 

use of this algorithm, i.e.: 

 Each bird lays eggs at the same time and then throws the eggs in a randomly selected nest. 

 Bird nests that are considered the best will be continued for the next generation. 

 The number of bird nests in a colony is fixed. 

 The probability of recognizing a cuckoo egg (𝑃𝑎) placed in the host bird’s nest is 0 and 1. 

The last rule can be approximated with the parameter 𝑃𝑎 to determine the worst solution of    nests to be replaced with 

new nests at random. In the maximization problem, to simplify the application, a simple representation can be used: 

each egg in the nest represents a solution, and the eggs represent a new solution. The goal is to use a new solution that 

can replace the solution in the hive. Then the eggs in the nest will be selected and evolved by removing the eggs 

considered less good. In some cases, the original parent nest may have two eggs; in other words, a nest may contain 

more than one solution. However, to simplify the problem, a nest can only store one solution [15].  

The step randomization process with Lévy Flights uses the following formula: 

𝑧𝑖
(𝑡+1)

= 𝑧𝑖
𝑡 + 𝑠⊕ 𝐿é𝑣𝑦 (𝛼, 𝛽, 𝛾, 𝛿)                                                                     (10) 

where 𝑧(𝑡+1) is the new solution, 𝑧𝑖
𝑡 is the old solution, , 𝑠 is the step size associated with the level of the problem 

being worked on,  and the sign ⊕  which means times or multiplies. Lévy Flights or what is called Lévy Stable 

Distribution in MATLAB, has several parameters, including [5]: 

 Alpha (𝛼) is the first form parameter with an interval of 0 < 𝛼 ≤ 2. 

 Beta (𝛽) is the second form parameter with an interval of −1 ≤ 𝛽 ≤ 1. 

 Gamma (𝛾) is a scale parameter that has an interval of 0 < 𝛾 < ∞. 

 Delta (𝛿) is a location parameter that has an interval of −∞ < 𝛿 < ∞. 
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FIGURE 3. Cuckoo Search algorithm 
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RESULTS 

In this study, the authors create a simulation program for the PSO, FA, and CS algorithms using MATLAB 

software in the form of a Graphical User Interface (GUI). The program is used to test the effect of the parameters of 

each algorithm. The results of comparing the PSO, FA and CS algorithms on the solution of a fully fuzzy linear 

equation system and the influence of these parameters can be seen in Figure 4.  

 

 
FIGURE 4. MATLAB program display 

 

Numerical Results  

The parameters tested: for PSO are 𝜃𝑚𝑎𝑥 , 𝜃𝑚𝑖𝑛 , 𝑐1, and 𝑐2, for FA are 𝛼 and 𝛾, for CS are 𝑠 and 𝑃𝑎. The program 

parameter test was carried out ten times. The best parameter values obtained are used for the final simulation of the 

PSO, FA, and CS algorithms. The reader can obtain the complete result of the parameter test through 

agustina.fmipa@unej.ac.id. 

a. PSO Parameters 

1. 𝜃𝑚𝑖𝑛 and 𝜃𝑚𝑎𝑥 Parameters Test 

The parameter values of tested are 0.1, 0.3, 0.5, 0.7 and 0.9, with the supporting parameter values, namely, 

𝑁 𝑝𝑜𝑝 = 100, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1000, 𝑐1 = 1 and 𝑐2 = 1. The best combination obtained is 𝜃𝑚𝑎𝑥 = 0.9 and 

𝜃𝑚𝑖𝑛 = 0.7. 

2. 𝑐1 and 𝑐2 Parameters Test 

The parameter values of tested are 0.5, 1, 1.5 and 2,  with the supporting parameter values, namely, 𝑁 𝑝𝑜𝑝 =
100, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1000, 𝜃𝑚𝑖𝑛 = 0.7 and 𝜃𝑚𝑎𝑥 = 0.9. The best combination obtained is 𝑐1 = 1. and 𝑐2 =
0.5. 

b. FA Parameters 

1. 𝛼 Parameter Test 

The parameter values of tested are 0.01, 0.05, 0.1, 0.3, 0.5, 0.7  and 0.99, with the supporting parameter 

values, namely, 𝑁 𝑝𝑜𝑝 = 100, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1000, 𝛽0 = 1 and 𝛾 = 1. The best value obtained is  𝛼 = 0.01.  

The results obtained from the test are shown in Figure 5, where the 𝑥 axis represents the 𝛼 and the 𝑦 axis 

represents the total value of 𝑓(𝑥). 
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FIGURE 5. 𝛼 parameter test results 

 

2. 𝛾 Parameter Test 

The parameter values of tested are 0.01, 0.05, 0.1, 0.2, 0.5, 1, 1.5, 2, 5 and 10, with the supporting parameter 

values, namely, 𝑁 𝑝𝑜𝑝 = 100, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1000, 𝛼 = 0.01  and 𝛽0 = 1 . The best value obtained is 𝛾 =
0.1. The results obtained from the test are shown in Figure 6, where the 𝑥 axis represents the 𝛾 and the 𝑦 

axis represents the total value of 𝑓(𝑥). 
 

 

 
FIGURE 6. 𝛾 parameter test results 

 

 

c. CS Parameters 

1. 𝑠 Parameter Test 

The parameter values of tested are 0.01, 0.05, 0.1, 0.2, 0.5, 1, 1.5, 2, 5  and 10, with the supporting parameter 

values, namely, 𝑁 𝑝𝑜𝑝 = 100, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1000, 𝑃𝑎 = 0.5 and Lévy Flights parameter generated 

automatically in the MATLAB program. The best value obtained is s=0.1. The results obtained from the test 

are shown in Figure 7, where the 𝑥 axis represents the s and the 𝑦 axis represents the total value of 𝑓(𝑥). 
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FIGURE 7.  𝑠 parameter test results 

 

2. 𝑃𝑎 Parameter Test 

The parameter values of tested are 0.1, 0.3, 0.5, 0.7 and 0.9, , with the supporting parameter values, namely, 

𝑁 𝑝𝑜𝑝 = 100, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1000, 𝑠 = 0.1 and Lévy Flights parameters which are generated automatically 

in the MATLAB program. The best value obtained is 𝑃𝑎 = 0.9. The results obtained from the test are shown 

in Figure 8, where the 𝑥 axis represents the 𝑃𝑎 and the 𝑦 axis represents the total value of 𝑓(𝑥). 
 

 

 
FIGURE 8. 𝑃𝑎 parameter test results 

 

d. 𝑁 𝑝𝑜𝑝 Parameter Test 

The parameter values of tested are 25, 50, 75, 100, 125, 150 and 175, with iteration=1000. The parameter values 

of the PSO algorithm used are, 𝜃𝑚𝑎𝑥 = 0.9, 𝜃𝑚𝑖𝑛 = 0.7, 𝑐1 = 1.5 and 𝑐2 = 0.5. The parameter values of the FA 

algorithm used are 𝛼 = 0.01, 𝛽0 = 11 and 𝛾 = 0.1. Meanwhile, the CS algorithm parameter values used are 𝑠 =
0.1, 𝑃𝑎 = 0.9 and the Lévy Flights parameter. The best value obtained is 𝑁 𝑝𝑜𝑝 = 175. The results obtained 

from the test are shown in Figure 9, where the 𝑥 axis represents the 𝑁 𝑝𝑜𝑝  and the 𝑦 axis represents the total 

value of 𝑓(𝑥). 
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FIGURE 9. 𝑁 𝑝𝑜𝑝 parameter test results 

Final Simulation 

The results of the above calculations are used to solve the problem of a fully fuzzy linear equation system [10], 

which has been solved using Gauss Jordan elimination. The problem of the fully fuzzy linear equation system is 

(6, 1, 4)⨂�̃�1⨁(5, 2, 2)⨂�̃�2⨁(3, 2, 1)⨂�̃�3 = (58, 30, 60) 

(12, 8, 20)⨂�̃�1⨁(14, 12, 15)⨂�̃�2⨁(8, 8, 10)⨂�̃�3 = (142, 139, 257) 

(24, 10, 34)⨂�̃�1⨁(32, 30, 30)⨂�̃�2⨁(20, 19, 24)⨂�̃�3 = (216, 297, 514) 

The solution of fully fuzzy linear equations using PSO, FA and CS algorithms and their comparison with Gauss-

Jordan Elimination [10] can be seen in Table 1 with �̃�1 = (𝑥1, 𝑦1, 𝑧1), �̃�2 = (𝑥2, 𝑦2 , 𝑧2), �̃�3 = (𝑥3, 𝑦3, 𝑧3). 
 

TABLE 1. Comparison results PSO, FA and CS algorithm with Gauss-Jordan elimination method 

Variabel PSO FA CS Gauss-Jordan 

𝒙𝟏 

𝑥1 4 4 4.001048 4 

𝑦1 −1.58488 −2.48789 −2.93751 1 

𝑧1 3 3 2.997779 3 

𝒙𝟐 

𝑥2 5 4.999978 5.004566 5 

𝑦2 −14,9961 −4.1594 −0.06793 0.5 

𝑧2 2 2.000039 1.982704 2 

𝒙𝟑 

𝑥3 3 3.000032 2.99109 3 

𝑦3 31.49563 15.24044 9.231667 0.5 

𝑧3 1 0.999918 1.032798 1 

 

Based on Table 1, it is known that the calculation using the PSO algorithm is the result that is closest to the Gauss-

Jordan elimination method, although there are still unequal values. Different values can be caused by using a small 

number of populations and iterations. However, this study shows that the PSO algorithm has better accuracy in solving 

a fully fuzzy linear equation system than the FA and CS algorithms. 
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CONCLUSION 

Metaheuristic algorithms, especially Particle Swarm Optimization (PSO), Firefly Algorithm (FA), and Cuckoo 

Search (CS), can solve the fully fuzzy linear equation system. Based on the results obtained, the Particle Swarm 

Optimization (PSO) algorithm has the best accuracy results. It is close to the results of the Gauss-Jordan elimination 

method when compared to the Firefly Algorithm (FA) and Cuckoo Search (CS) algorithms.  
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