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WELCOME SPEECH FROM THE GENERAL CHAIR OF ICICoS 2020 

 
 

On behalf of the organizing committee, I am delighted to welcome all 

participants to the 4th International Conference on Informatics and 

Computational Sciences (ICICoS 2020). This conference is the fourth 

international conference held by Department of Informatics, 

Universitas Diponegoro in Semarang from November 10th to 

November 11th, 2020. 

In this conference, the committee decided to choose the following 

theme: “Accelerating Informatics and Computational Research for 

Society 5.0”. This topic is in line with the concept of Society 5.0 which 

was introduced by Japan and inaugurated on January 21, 2019. 

Society 5.0 is a human-centered society that balances economic 

advancement with the resolution of social problems by a system that highly integrates 

cyberspace and physical space. This concept was born as a development of the 4.0 industrial 

revolution which is considered to degrade the role of humans. The aim of the conference is to 

provide an interactive international forum for sharing and exchanging information on the latest 

research in the area of computer sciences, informatics, computational science, and related field, 

which contribute to the society 5.0. 

Nearly 110 academicians, researcher, practitioner and presenters from 9 countries (Indonesia, 

United State of America, France, Austria, Australia, Japan, Timor Leste, Malaysia, and The 

Netherlands) have gathered in this event. In total, there are 84 active papers submitted to this 

conference. Each paper has been reviewed with tight criteria from our invited reviewers. Based 

on the review result, papers have been accepted, which lead to an acceptance rate of 47.6%. 

This conference will not be successful without extensive effort from many parties. First, I would 

like to thank all keynote speakers for allocating their valuable time to share their knowledge 

with us. I would also like to express my sincere gratitude to all participants who participate in 

this conference. Special acknowledgement should go to the Technical Program Committee 

Chairs, Members, and Reviewers for their thorough and timely reviewing of the papers. We 

would also like to thank our sponsors: IEEE Indonesia Section and Research and Society Service 

Institution Universitas Diponegoro, who have helped us to keep down the costs of ICICoS 2020 

for all participants. Last but not least, recognition should also go to the Local Organizing 

Committee members who have put enormous effort and support for this conference.  

At last, we hope that you have an enjoyable and inspiring moment during our conference.  

Thank you for your participation on ICICoS 2020. 

 

Dr. Dinar Mutiara Kusumo Nugraheni, ST, M Info Tech(Comp) 

General Chair of ICICoS 2020
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PROGRAM SCHEDULE 

 

Tuesday, November 10th, 2020 

Time Event Event Details 

08.00 - 08.30 Participants entering virtual conference room 

08.30 - 08.35 

Opening 

Ceremony 

Welcome Speech from the General Chair of ICICoS 2020 

(Dr. Dinar Mutiara KN, M. Info. Tech) 

08.35 - 08.40 Welcome Speech from IEEE IS 

08.40 - 08.50 

Welcome Speech from the Dean of Faculty of Science and 

Mathematics, Universitas Diponegoro 

(Prof. Dr. Widowati, M.Si) 

08.50 - 09.00 
Opening Speech from the Rector Universitas Diponegoro 

(Prof. Dr. Yos Johan Utama, S.H., M.Hum.) 

09.00 – 10.30 Plenary I 

• Keynote Speaker I: 

Assoc Prof. AbdulRahman A. AlSewari  

• Moderator:  

Edy Suharto, ST, M.Kom 

10.30 – 12.00 Plenary II 

• Keynote Speaker II: 

Dr. Eng. Sunu Wibirama, S.T., M.Eng. 

• Moderator:  

Fajar Nugroho, S.Kom, M.Cs 

12.00 - 13.00 Break 

13.00 – 14.30 

Parallel Session I 

Room 1 

Information 

System 

Room 2 

Software 

Engineering, 

Network and 

Data Mining 

Room 3 

Machine Learning 

and It’s 

Applications 1 

Room 4 

Machine Learning 

and It’s 

Applications 2 

14.30 - 15.00 Break 
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15.00 – 16.15 

Parallel Session II 

Room 1 

Information 

System 

Room 2 

Software 

Engineering, 

Network and 

Data Mining 

Room 3 

Machine Learning 

and It’s 

Applications 1 

Room 4 

Machine Learning 

and It’s 

Applications 2 

16.15 – 16.30 Closing Ceremony 

 

 

Wednesday, November 11th, 2020 

• Workshop 
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PROGRAM SCHEDULE – Parallel Session Schedule 

Parallel Session – Room 1 
Information System 

Session Time Paper ID Author Title 

P
a
ra
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e
l 

S
e
ss

io
n

 1
 

13.00 
– 

13.15 

1570657493 Meyliana Meyliana, Henry 
Widjaja, Stephen Santoso, 
Surjandy Surjandy, Erick 
Fernando, Andreas Raharto 
Condrobimo 

Improving the Quality of Learning 
Management System (LMS) based 
on Student Perspectives Using 
UTAUT2 and Trust Model 

13.15 
– 

13.30 

1570660660 
 

Aulia-Absari Khalil, Meyliana, 
Achmad Nizar Hidayanto, 
Harjanto Prabowo 

Identification of Factor Affecting 
Continuance Usage Intention of 
mHealth Application 
 

13.30 
– 

13.45 

1570669017 
 

Julius Galih Prima Negara, 
Djoko Budiyanto Setyohadi, 
Pranowo  
 

Uncertainty Avoidance and 
Individualism Collectivism on 
Acceptance of Smart City Mobile 
Applications 

13.45 
– 

14.00 

1570670167 
 

Zerlita Fahdha Pusdiktasari, 
Rahma Fitriani, Eni 
Sumarminingsih 

The Outlierness Degree of Spatial 
Observations in the Presence of 
Spatial Outliers, Simulation Study 
using Average Difference Algorithm 

14.00 
– 

14.15 

1570670570 
 

Ragil Saputra, Tusta Rayana, 
Satriyo Adhy, Nurdin Bahtiar, 
Melnyi Timu 

Success Factor Affecting M-
Learning Implementation: 
Perspective of Students 

14.15 
– 

14.30 

1570671361 
 

Aang Kisnu Darmawan, Daniel 
Siahaan, Tony Dwi Susanto, 
Hoiriyah Hoiriyah, Busro 
Umam Achmad Nizar 
Hidayanto, A'ang Subiyakto, 
Miftahul Walid, Iwan Santosa 

Hien's Framework for Examining 
Information System Quality of 
Mobile-based Smart Regency 
Service in Madura Island Districts 

 14.30 
 – 

15.00 
COFFEE BREAK 

P
a
ra

ll
e
l 

S
e
ss

io
n

 2
 

15.00 
– 

15.15 

1570674375 
 

Dinar Mutiara Kusumo 
Nugraheni, Amabel 
Hadisoewono, Beta Noranita 

Continuance Intention to Use (CIU) 
on Technology Acceptance Model 
(TAM) for m-payment (case study: 
TIX ID) 

15.15 
– 

15.30 

1570677311 
 

Ragil Saputra, Satriyo Adhy, 
Nurdin Bahtiar, Nauli Isnaini, 
Zaenal Abidin, Edy Suharto 

Factors Influencing Student's 
Adoption of E-Learning in 
Indonesian Secondary Schools 

15.30 
– 

15.45 

1570677382 
 

Indra Waspada, Riyanarto 
Sarno 
 

An Improved Method of Graph Edit 
Distance for Business Process Model 
Similarity Measurement 
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Parallel Session – Room 4 
Machine Learning and Its Applications 2 

Session Time Paper ID Author Title 

P
a

ra
ll

e
l 

S
e
ss

io
n

 1
 

13.00 
– 

13.15 

1570666720  Cuk Tho, Harco Leslie Hendric 
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A Systematic Literature Review 
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1570670508  Muhammad Rizky Ramadhan, 
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Implementation of Textrank 
Algorithm in Product Review 
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– 
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1570674565  Moh Abdul Latief, Alhadi 
Bustamam, Titin Siswantining 

Performance Evaluation XGBoost in 
Handling Missing Value on 
Classification of Hepatocellular 
Carcinoma Gene Expression Data 
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– 

14.00 

1570674664  Ika Marta Sari, Saskya 
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Mining Biological Information from 
3D Medulloblastoma Cancerous 
Gene Expression Data Using 
TimesVector Triclustering Method 
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– 

14.15 

1570674674  Dea Siska, Titin Siswantining, 
Devvi Sarwinda, Saskya 
Soemartojo 

Triclustering Algorithm for 3D Gene 
Expression Data Analysis using 
Order Preserving Triclustering 
(OPTricluster) 

14.15 
– 

14.30 

1570676322  Agung Wiratmo, Chastine 
Fatichah 

Assessment of Indonesian Short 
Essay using Transfer Learning 
Siamese Dependency Tree-LSTM 
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– 

15.15 

1570676889  Sayyidah Hanifah Putri, Adhi 
Harmoko Saputro 

Design of Convolutional Neural 
Network Modeling for Low-Density 
Lipoprotein (LDL) Levels 
Measurement Based on Iridology 

15.15 
– 

15.30 

1570676890  Dyla Velia, Adhi Harmoko 
Saputro 

Designing Diabetes Mellitus 
Detection System Based on 
Iridology with Convolutional 
Neural Network Modeling 

15.30 
– 

15.45 

1570677039  Rismiyati, Sukmawati Nur 
Endah, Khadijah, Ilman Nabil 
Shiddiq 

Xception Architecture Transfer 
Learning for Garbage Classification 

15.45 
– 

16.00 

1570677362  Sutikno Sutikno, Khairul Anam, 
Azmi Saleh  

Voice controlled wheelchair for 
disabled patients based on CNN & 
LSTM 
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Abstract—Disabled patients with reduced mobility due to 

health problems such as disability, injury, paralysis, or other 

factors will experience difficulty in movement. They need tools 

that can help them, in which the most widely used is a 

wheelchair. The main objective of this research is to control 

wheelchair motion with voice commands. There are five 

commands for wheelchair control: forward, backward, right, 

left, and stop. Voice data is obtained from recording several 

subjects using Sound Recorder Pro and Sox Sound Exchange. 

The voice commands for wheelchair navigation were identified 

using Convolutional Neural Network (CNN) and Long Short-

Term Memory (LSTM) combination embedded in Raspberry Pi 

3. Voice data is first converted to spectrogram images before 

being fed into CNN using Mel-Frequency Cepstrum Coefficients 

(MFCC). This system can be controlled by simple voice 

commands given by the user. This method is proven to be useful 

in speech recognition with an accuracy level using CNN-LSTM 

above 97.80 %. Preliminary experimental results indicate that 

voice commands in wheelchairs using the CNN-LSTM can be 

recognized well.  

Keywords—disability, wheelchair, MFCC, CNN, LSTM 

 

I. INTRODUCTION 

Persons with disabilities have many inconveniences in 
their lives. The disability that they suffer from can be physical, 
mental, intellectual, or even sensory. These difficulties can 
limit them to fully and effectively participate in society [1]. 
According to a survey conducted by the World Health 
Organization (WHO), it estimated that more than 1 billion 
people in the world have a disability in some form of disability 
[2]. Meanwhile, the 2010 PUSDATIN data from the Ministry 
of Social Affairs in Indonesia, was 11,580,117 in which 
3,010,380 of them were physically impaired [3]. 

In the biomedical sector, wheelchairs are a vital device 
because of the latest advancements in the industrial 
population. Demand for patients with particular limitations is 
increasing because intelligent wheelchairs will play an 
essential role in the welfare society in the future. The use of 
intelligent wheelchairs inspires machines' view as partners 
and not as instruments [4]. In previous studies, many articles 
discussed introducing voice commands for wheelchair 
navigation in prototype form, using Arduino, ANN, Fuzzy, 
and other intelligence microcontrollers [5] [6]. Nevertheless, 
only a few use comparisons between the Convolutional Neural 
Network (CNN) and Long short-term memory (LSTM) 
methods for speech recognition applied to wheelchairs. 
Besides, the prior study's main objective of this wheelchair 
system is the addition of electric wheelchairs using sound 

conversion technology to drive electric wheelchairs using the 
CNN-LSTM network embedded in Raspberry Pi 3. 

In the future, this smart wheelchair will have a significant 
impact on the disabled. As a result, electric wheelchairs that 
use speech identification technology can help to direct 
wheelchairs and plan movements in a better way to facilitate 
patient life. The speech recognition system is used as a user 
interface in operating the system in the system presented. 
Patients who are categorically unable to walk and must use a 
wheelchair for their daily work can control the wheelchair's 
movement only with their voice commands. When using this 
wheelchair, people will be able to move more independently. 
The wheelchair control uses speech recognition to trigger and 
control all movements [7]. The main emphasis is undoubtedly 
to concentrate on improving the wheelchair by incorporating 
several new features as its advantages [8]. 

 

II. PROPOSED METHOD 

In general, the block diagram is a general description of 

the system to be built. It is necessary to make a block 

diagram/process flow that can help the readers to understand 

the research's flow and process quickly. Fig. 1 indicates the 

process flow of this study. 

A. Preparation of the dataset 

The sound recording process was carried out to obtain a 

dataset. The recording used a Sound Recorder Pro application 

and Sound Meter as a tool to detect the ambient noise level. 

Some parameters and variables were recorded, as shown in 

table 1. 

 

 

 
 

Fig. 1. The proposed block diagram 

 

 

 

2020 4th International Conference on Informatics and Computational Sciences (ICICoS)

978-1-7281-9526-1/20/$31.00 ©2020 IEEE

Digital Repository Universitas JemberDigital Repository Universitas Jember

http://repository.unej.ac.id/
http://repository.unej.ac.id/


 

TABLE I.  VOICE RECORDING PARAMETERS 

Variabel Information 

Data type 
Sound (forward, backward, left, right, 

stop). 

Sample rate, bitrate 16.000 Hz, 128 Kbit/s 

The duration of each word 1 – 2 second. 

Storage Format *.wav (PCM) 

Channels, sources Mono/stereo/ microphone 

Number of sound samples 1000 / word 

Recording time Adjusted 

Recording location Space is closed and open 

 

 

 
 

Fig. 2. Illustration of the trim and the pad process 

In the table above, the recorded voice commands are 

forward, backward, right, left, and stop using a microphone 

with a sample rate of 16.000 Hz, assisted by using a Sound 

Recorder Pro application recorded in .wav format. Each 

command was recorded as many as 1000. Meanwhile, the 

location recording was done in a closed and open space with 

a noise level of 33.0 - 83.8 decibels. After the data was 

recorded, the process went to the preprocessing stage to get 

the same size using the notepad and Sox-Sound Exchange 

tools. This stage aims to make the data uniform and easier to 

use as input to the system to be created. The command to do 

is trim forward 0.1 seconds, trim back 0.1 seconds, pad 2 

seconds, and trim 1 second using Sox-Sound Exchange, as 

shown in Fig. 2. Trim is the process of cutting data from time 

0 to time t, while pad adds silence to the sound until the sound 

reaches t. From this process, the voice data is ready to be a 

dataset. 

B. Mel-Frequency Cepstrum Coefficients (MFCC) Method 

The next step is visualized data. Since the data is a one-

dimensional vector, it makes the visualization process easier. 

However, it is necessary to know that the speech recognition 

process rarely uses raw data. Instead, it usually uses an 

approach of converting from an audio file into a spectrogram. 

The methods often used to analyze audio/voice signals are 

Mel-Frequency Cepstrum Coefficients (MFCC) and Short 

Time Fourier Transform (STFT) [9] [10]. In this study, the 

method employs MFCC to convert audio files into image 

spectrograms. The MFCC method is one of the domain 

methods and is most commonly used to perform feature 

extraction. MFCC is considered a frequency domain feature 

that is much more accurate than a time-domain feature for 

converting the voice signal into several parameters [11]. The 

reason why MFCC is chosen to be employed is the proof of 

its representation in signals. As a result, it becomes the most 

popular method in varied applications, which need voice 

preprocessing before being implemented. In its running 

process, MFCC works based on the difference in frequency 

of the human ear. Therefore, it can indicate the real human 

sound signals. Usually, the sampling frequency used is above 

10.000 Hz to minimize the aliasing effect of the analog-

digital conversion. The following Fig. 3 is how the MFCC 

process works. 

The input form of voice data is in the .wav with a 16,000 

Hz sample as test data and training data. Frame blocking is a 

condition where a signal is segmented into overlapping 

frames. Windowing aims to minimize signal friction of each 

frame starting from the beginning to the end. If the window 

is defined as w(n), 0 ≤ n ≤ N-1, where N is the number of 

samples in each frame, the result of signal windowing is: 

 

Y1(n)= x1(n) w(n), 0 ≤ n ≤ N-1  (1) 

 

w(n) = 0.54 - 0.46 cos ( 
2πn

N-1
 )  , 0 ≤ n ≤ N-1           (2) 

 

Where w(n) is the resulting window frames, N is the number 

of sample values per frame, and n is the number of frames. 

The next step is a Fast Fourier Transform (FFT), which is a 

fast algorithm for implementing a discrete Fourier transform 

(DFT). FFT can change each sample N frame from the time 

to frequency domain, which is formulated bellow: 

 

Xn = ∑  xk N-1
k=0 eps (-

2πjkn

N
 )  , n = 0,1,2,……N-1        (3) 

 

Xn is the frequency, xk is the sample value, N is the number 

of sample data, and j is the imaginary number. The 

subsequent step is the Mel-Frequency Wrapping stage. The 

measurement used to get voice signal with actual frequency f 

is usually in Hz. A subjective pitch is measured on a scale of 

“Mel”. The scale of the Mel-frequency is a linear low 

frequency and a high logarithmic frequency, each consisting 

of under 1000 Hz and over 1000 Hz, respectively. This scale 

is defined as: 

 

Xi =log
10

 ( ∑  |X(k)|Hi(k)N-1
k=0  ), i=1,2,3…..,M          (4) 

 

Hi(k) is the value of the filter triangle I, X(k) is the value of k 

data from the FFT process, M is the number of filters, and N 

is the number of data. The final step is to change the log mel 

spectrum into the time domain, which results in the Cepstrum 

Mel Frequency Coefficient (MFCC). Cepstrum is the 

opposite designation for a spectrum. Cepstrum is generally 

used to gather information from a voice signal spoken by 

humans. The log Mel spectrum as a final stage is changed to 

cepstrum using Discrete Cosine Transform (DCT). The 

following equations are used in the cosine transformation: 

 

𝐶𝑗 = ∑  Xi 𝑐𝑜𝑠M
i=0 (𝑗(𝑖 − 1)/2

𝜋

𝑀
)  (5) 

 

 j is 1,2,3,…. K (K is the number of coefficients intended and 

M is the number of filters). The results of the MFCC process 

for sound signals can be seen in Fig. 4. 
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Fig. 3. Block diagram of MFCC process [12]. 

 

 
 

Fig. 4. Spectrogram of forwards, backwards, right, left, stop commands. 

 
 

Fig. 5. Convolutional neural network architecture 

C. Convolutional Neural Network (CNN) 

The CNN method as a type of neural network is 

commonly used to proses any image data [13]. This method 

can detect any objects in the form of images, in which it is 

almost the same as ordinary neural networks. Its architecture 

comprises of neurons equipped with heavy, biased, and 

activated functions. Since CNN has more networks and it is 

widely applied to image data, it is usually categorized as 

Deep Neural Network. In its running process, there are two 

methods that have been categorized as feedforward and 

backpropagation. The way CNN works is similar to Multi-

Layer Perceptron (MLP), where each neuron has only one 

dimension. However, each CNN neuron is shown in a two-

dimensional form, making it different from MLP. The CNN 

architecture in this study is shown in Fig. 5. The CNN 

architecture that was built consisted of inputs, Feature 

Learning Layers, Fully Connected Layer, and Output as 

Classification. 

 

Input for CNN is in the form of a spectrogram image. A 

matrix represents this image with a size of 20 x 11. Layer 1, 

layer 2, and layer 3 are the convolutional layer. Convolutional 

layer 1 consists of 32 filter layers where the convolution 

happens between receptive fields and kernels of 3 x 3 using 

the same padding and stride 1. This architecture is also 

applied to layer 2 and layer 3. All receptive fields will be in 

the partial overlap. All neurons will share the weight of the 

connection [14]. 

D. Long Short-Term memory (LSTM) 

The LSTM is a particular type of Recurrent Neural 

Network (RNN), capable of studying long-term and short-

term data. LSTM works through several cells, which are 

being parts of LSTM architecture. Each cell has three main 

components responsible for forgetting, remembering, and 

updating data [15]. Fig. 6 shows how the LSTM architecture 

is. Just like RNN, the LSTM also consists of modules with 

processing. What makes it different is that the LSTM 

modules are from themselves. 

The LSTM decides any information needed to be 

removed from the Ct-1 cell, taking advantage of a sigmoid 

gate called the “forget gate” ft . This gate is capable of reading 

the values ht-1 and xt , and producing a number between 0 and 

1 for each element in Ct-1. A value of 1 means “really take 

care of this element”, while 0 means “get rid of this element 

completely”. The following is the forget gate and the gates 

element-wise sum formula: 

 

f
t
= σ ( Wf . [ ht-1 , xt ]+ bf   (6) 

 

it= σ ( Wi . [ ht-1 , xt ]+ bi                             (7) 

 

Ĉt= tanh ( Wc . [ ht-1 , xt ]+ bC                         (8) 

 

The last part of the LSTM is the output gate (neuron layer 

with the sigmoid activation function at the far right of the 

neuron layer line). This gate output does not contribute to the 

state of the cell, but it is this gate that differentiates the cell 

state and the actual output. The result of the LSTM can be 

seen in the following: 

 

ot= σ ( Wo . [ ht-1 , xt ]+ b0                         (9) 

 

ht= ot . tanh ( Ct)                             (10) 

 

The LSTM structure using voice commands is shown in Fig. 

7. 

 
 

Fig. 6. The architecture of the LSTM. 

 
 

Fig. 7. LSTM architecture for speech recognition 
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Fig. 8. Architecture of CNN-LSTM 

 
 

Fig. 9. Wheelchair hardware and electric design 

E. CNN – LSTM Classifier 

A way to analyze audio/voice signals is a 2-dimensional 

representation, where time-frequency analysis is commonly 

used to process sound signals. In this study, the voice signal 

is converted into 2D representation using Mel Frequency 

Cepstrum Coefficient (MFCC), which is done after 

preprocessing voice signals. It is then analyzed by CNN and 

LSTM [16]. Fig. 8 shows a detailed schematic of our 

proposed process. 

F. Application for Wheelchairs 

The CNN is applied in a wheelchair after the offline 

training and testing are completed. It aims to perform better 

accuracy. Then, the next process is to save the CNN model 

and then embed it into the raspberry pi. There is only a 

raspberry pi model produced from the CNN model built. As 

a result, it is not heavy, and the dataset does not need to be 

embedded in raspberries. Data on the raspberry pi is digital 

data for moving wheelchairs according to user orders, where 

data is sent to the motor driver to drive the motor in a 

wheelchair. The next step is to design a wheelchair and its 

supporting devices. Fig. 9 shows the hardware and electrical 

design of a wheelchair. 

 

III. RESULTS AND DISCUSSION 

This study discusses the control of a wheelchair using 

CNN-LSTM as a new control method through its 

combination offered. There are five types of wheelchair 

commands: forward, backward, right, left, and stop. Each 

voice command is taken as many as 1000 data. As a result, 

total data of 5000 data were acquired and then divided into 

training data of 4000 and testing data of 1000. For 

determining the proposed method's performance, two tests of 

CNN and CNN-LSTM were carried out. Initial testing used 

CNN with input shape (180.1) and 50 epochs. 

 
Fig. 10. Accuracy using the CNN method 

Fig. 10 shows the accuracy level using CNN. The training 

stage yielded an accuracy of 98.95%, while the testing stage 

obtained an accuracy of 92.00%. Each processed voice 

command had a different level of accuracy, as shown in Table 

II. It occurred because the signal pattern recognition process 

on each label was different. 

The results will be displayed in the form of a confusion 

matrix to describe the classification model's performance. 

The following is Fig. 11, which describes the confusion 

matrix of using CNN. The next test is the combination of 

CNN-LSTM. By using the same input shape and epoch, here 

are the test results. This test aims to obtain a better level of 

accuracy for speech recognition. Fig. 12 shows a graph of the 

accuracy level using CNN-LSTM. 

TABLE II.  THE VOICE COMMAND RECOGNITION PROCESS USING THE 

CNN METHOD 

Commands Precision Recall F1-Score Support 

Forward 1.00 1.00 1.00 186 

Backward 1.00 1.00 1.00 223 

Right 1.00 0.62 0.76 210 

Left 1.00 1.00 1.00 194 

Stop 0.70 1.00 0.82 187 

 

Accuracy - - 0.92 1000 

Macro 
Average 

0.94 0.92 0.92 1000 

Weighted 

Average 

0.94 0.92 0.92 1000 

 

 

 
 

Fig. 11. Confusion matrix voice command recognition with CNN 
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Fig. 12. The level of accuracy uses the CNN-LSTM method 

TABLE III.  THE VOICE COMMAND RECOGNITION PROCESS USES THE 

CNN METHOD 

Commands Precision Recall F1-Score Support 

Forward 1.00 1.00 1.00 186 

Backward 1.00 1.00 1.00 223 

Right 1.00 0.90 0.94 210 

Left 1.00 1.00 1.00 194 

Stop 0.89 1.00 0.94 187 

 

Accuracy - - 0.98 1000 

Macro 

Average 

0.98 0.98 0.98 1000 

Weighted 

Average 

0.98 0.98 0.98 1000 

 

 
Fig. 13. Confusion matrix voice command recognition with CNN-LSTM 

The comparison accuracy of both methods is not too 

significant. The CNN obtained an accuracy of 98.95% with 

validation accuracy of 92%. However, the combination 

methods of CNN-LSTM resulted in slightly higher accuracy 

of 99.15% with validation accuracy of 97.80%. The results of 

the test process on each voice command and its accuracy are 

shown in Table III. With a good level of accuracy above, 

voice commands using CNN-LSTM applied to wheelchairs 

were intended to get high performance. Nevertheless, there 

were still voice commands that experienced errors in label 

recognition, as shown in Fig. 13 below. According to Fig. 13 

above, there are no changes that are much different either by 

using CNN or CNN-LSTM for voice commands of forward, 

backward, left, right, and stop. Here the error is the voice 

command Right. If using CNN, this command reads 88 as a 

stop command. Meanwhile, the CNN-LSTM was less than 

22. 

CONCLUSION 

The application of voice commands to an electric 

wheelchair using the CNN-LSTM method has a better 

accuracy level, instead of using CNN. This method can 

recognize voice commands given by users with an accuracy 

rate of 97.80%. This result is influenced by the model of 

CNN-LSTM built. The accuracy for each method is different 

because of the structure and parameters in the model, such as 

learning rate, activation, and dropout. Eventually, this sound-

based wheelchair can help the disabled to move more easily 

without wasting much energy. 
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