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ABSTRACT 

Modeling industrial objects needs the formulas of curves and surfaces to construct a precise shape of real goods and 

simulate some process of form creations. For this reason, the study of the equations of curves and surfaces for objects 

modeling is essential for resulting in a required shape and feature of the goods. This study aims to enhance the 

instructional materials of differential geometry for fourth-semester college students. Learning materials help students 

to be able to design a real object using some parametric formulas of curves and surfaces with the software Maple. The 

method of research is as follows. (a) Instructional materials design for constructing objects; (b) Formulations and 

evaluations of graphs for goods modeling; (c) Modeling and simulating to realize these items. The research found some 

instructional materials and parametric formulas of curves and surfaces to equip students to design and evaluate real 

objects and home industry goods. The use of Maple can help them to present the graphs and the simulation process. The 

contributions of this study support the students to learn autonomously and creatively with their knowledge, technological 

skills, and experiences in implementing some differential geometry formulas (especially the curves and surfaces) for 

designing objects using the Maple tool. 

Keywords: Development, Learning materials, Curves and surfaces, Modeling, Parametric formulas, 

Maple. 

1. INTRODUCTION 

Modeling industrial objects and some mechanical 

components can use curves and surfaces equations in the 

form of parametric representations [1,2]. Developing 

computer-aided design and manufacturing technologies 

needs the curves and surfaces formula to construct a 

precise shape of a real object and simulate some process 

of form creations. For example, using the curves can 

create many models of pipes [3-5], and the surfaces 

formulas can apply to design the shape of car bodies, 

electronic equipment, or cottage industry objects. On the 

other hand, we can implement the developable surfaces 

to draw surfaces of big objects constructed by plywood 

or plat-metal sheets, for example, aircraft, ship hulls 

industries, and trains [6-8]. For the reasons, the students 

learning formulation of curves and surfaces with software 

skills are vital to understanding the creating surfaces 

forms of the designed industrial objects [9-11]. It is to 

provide practical experience for the learners in modeling 

various industries' object shapes.  

Object modeling is an activity to select, describe, and 

create a shape to meet a required function. This shape 

selection means the geometric modeling in the design 

process included graphics representations and analytic 

formulas of curves and surfaces. For this reason, it needs 

some equations of parametric curves and surfaces in the 

instructional materials of differential geometry that can 

use to create many different forms of surfaces of objects.  

The use of these formulas can produce an aesthetic shape 

of the designed goods. This paper discusses the 

development's learning materials for modeling the real 

goods and cottage industry objects using parametric 

representations supported with software-Maple. 

This study aims to enhance the instructional materials 

of differential geometry for fourth-semester college 

students. Learning materials help students to be able to 

design a real object using some parametric formulas of 

curves and surfaces with the software Maple. This study 

contributes to students learning autonomously and 

creatively with their knowledge, technological skills, and 
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experiences in implementing some differential geometry 

formulas (especially the curves and surfaces) for 

designing objects using the Maple tool. 

2. METHOD 

The method of research uses development research. 

This study deal with the understanding of learning, the 

design of learning contents, and the development of tools. 

The research results may find models, constructs, or 

instantiations that can significantly enhance the 

understanding of learning subjects matters [12,13]. In this 

case, we identify and explain the process of object design 

and development of teaching materials of the differential 

geometry courses using Maple [14,15]. The steps of 

research are as follows [16]. (a) Instructional materials 

design for constructing objects; (b) formulations and 

evaluations of graphs for goods modeling; (c) Modeling 

and simulating the industrial goods. The use of Maple is 

to support the students to obtain some design experiences 

during a simulation. Additionally, this software Maple 

may help the learners to immediate feedback to alter the 

model, re-test it quickly, and evaluate their modeling 

processes and results. 

3. RESULTS AND DISCUSSION 

3.1. Instructional Materials Design for 

Constructing Objects 

We can present the parametric functions of curves and 

surfaces in 3D respectively in form C(u): ℛ1  → ℛ3 and 

S(u,v): ℛ2 → ℛ3 and the algebraic representation of 

these curves and surfaces are 

C(u)  =  <x(u), y(u), z(u)> = x(u) i + y(u) j + z(u) k  (1a) 

 

S(u,v) = <x(u,v), y(u,v), z(u,v)> = x(u,v) i +  

                                                       y(u,v) j + z(u,v) k (1b) 

 

with x(u), y(u), z(u), x(u,v), y(u,v), and z(u,v) the 

functions of real values. Developing instructional 

materials of the curves and the surfaces suitable with 

students' knowledge, learners skill in using Maple, and 

modeling objects form needs the investigation and the 

evaluation to the parametric formulas. Based on the 

instructional objectives of the differential geometry 

course, this research discusses to equip the students in 

designing the shapes of some industry objects. In this 

case, it evaluates some curves and surfaces formulas for 

constructing handicrafts and pipes shape. 

3.1.1. Some Parametric Presentations of Curves 

Some curves in the parametric form are presented as 

follows. 

1. The formula of line segment 𝑃𝑄̅̅ ̅̅  with the endpoints P 

and Q of the vectors position P<xp,yp,zp> and 

Q<xQ,yQ,zQ> is 

L(u) = <(1-u). xp + u. xQ, (1-u). yp + u. yQ, 

                                                          (1-u). zp  + u. zQ>   

(2) 

with 0 ≤ u ≤ 1. 

2. Consider two constant unity vectors perpendicular in 

space u1 =<a1, a2, a3> and u2 = <b1, b2, b3>. It can define 

an ellipse laid in the plane [u1,u2] of the center <xC, yC, 

zC> in the expression 

E(u) = <xC, yC, zC> + [p. cos φ u1 + q. sin φ u2]     (3) 

with p and q positive real values, φ = 2 πu and 0 ≤ u ≤ 1. 

If  the curves are a circle, a limacon, and a rose, then it 

can define the parametric formulas respectively [3] 

C1(u) = r1(u).[cos φ u1 + sin φ u2]                        (4a) 

C2(u) = r2(u).[cos φ u1 + sin φ u2]                        (4b) 

C3(u) = r3(u).[cos φ u1 + sin φ u2]                  (4c) 

with the real functions  r1(u) = p;  r2(u) = p ± q.sin φ or 

r2(u) = p ± q.cos φ;  r3(u) = p ± q.sin (n.φ) or r3(u) = p ± 

q.cos (n.φ). In this case, the values  p and q are positive 

real constants, φ = 2π.u and 0 ≤ u ≤ 1, with the number of 

rose leafs n.  

3. The heliks with the center (x1,y1,z1) is  

HL(u) = <x1 + p.cos u, y1  + q.sin u, z1 + u>.          (5) 

4. Let a regular curve C(u) of Equation (1a) differentiated 

twice in interval 0 ≤ u ≤ 1. In the natural parameter s, the 

tangent unit vector t, the normal unit vector n, and the 

unit binormal vector b of the curve C(u) are orthogonal 

to each other in the form [5]  

𝐭 =
𝑑𝐂(𝑢)

𝑑𝑠
=  �̇� =

𝐂′

|𝐂′|
                                              (6a) 

𝐧 = −
𝐤

|𝐤|
  and  𝐤 =

𝐝𝐭

𝐝𝐬
= �̇�                           (6b) 

b = t  n.                                                        (6c) 

3.1.2. Some Parametric Presentations of 

Surfaces 

Some surfaces in the parametric form are presented as 

follows. 

1. The parametric formula of sphere or ellipsoid of 

cente<xC,yC,zC> is successively 

Sp(u,v) = < r.sin u cos v + xC, r.sin u. sin v + yC,  

                                                               r.cos u + zC>   

(7a) 

E(u,v) = < r1.sin u cos v + xC, r2.sin u. sin v + yC,  

                                                             r3.cos u + zC >   

(7b) 

with r, r1, r2, and r3 positive real constants. 

2. The cylinder of radius r with the axe (xC,yC,zC) is 
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Cr(u,v) = < r.cos u + xC.v, r.sin u + yC.v, zC.v>         

(8) 

with r positive real. 

3. The hyperboloid of center <xC,yC,zC> is 

H(u,v) = < (cos u - v.sin u) + xC,  

                              (sin u + v.cos u) + yC, v + zC >.     

(9) 

4. The paraboloid of radius r and center <xC,yC,zC> is 

P(u,v) = < r. v.cos u + xC, r. v.sin u + yC, 

                                                                  r1.v2 + zC>.   

(10) 

with r, r1 positive real constants. 

5. The cone of radius r and center <xC,yC,zC> is 

K(u,v) = < r. v.cos u + xC, r . v.sin u + yC,  

                                                                    r1. v + zC>. 

(11) 

with r, r1 positive real constants. 

6. The circle-plane of radius r, height z1, and center 

<xC,yC,zC> is 

CL(u,v) = < r. u.cos v + xC, r. u.sin v + yC, zC>.  (12) 

 

7. The pseudo-sphere of radius r is  

PB(u,v) = < r/v.cos u, r/v.sin u, r1. v >.     (13) 

with r, r1 positive real constants.  

3.2. Formulations and Evaluations of Graphs 

for Objects Modeling  

Helping students plot the graphs and implement 

Equation 1 up to Equation 15 to design real objects is 

necessary for the learners to evaluate these curves and 

surfaces formula using software-Maple [11,17,18]. Then, 

they try to create more complex graphs by connecting 

some curves and surfaces for modeling the object shapes. 

This section will study Equation 1-15 deals with the 

presentation aspects of the curves and surfaces, and the 

formulation method with Maple. 

Line segment formula of  Equation 2 can directly plot 

the line segment 𝑃𝑄̅̅ ̅̅  from the vector positions P<xp, yp, 

zp> to the vector position Q<xQ,yQ,zQ> without  tangent 

line calculation and determination of paramater value u. 

For example, when  the vector position of the endpoint 

points P and Q are respectively P<5,2,1> and Q<0,8,6>, 

it finds Figure 1a.  Then, using Formula 3 and 4 can 

define an ellips, a circle, a limacon, and a rose that are 

laid in the plane of unity vectors u1 =<a1, a2, a3> and u2 

= <b1, b2, b3>. The plotted shapes, generally, are 

symmetric and closed curves. These curves type usually 

use to construct the shapes of flower vases' rack, plane 

decorations, and model various forms of pipes cross-

section.  If we pose u1,= <<3/5,4/5,0> >, u2 = <0, 0, 1> 

and the Equation (3) is in the form E(u) = <2, 2, 2> + [5. 

cos φ u1 + 8. sin φ u2], then it gets Figure 1b. When 

Equations 4a, 4b, and 4c are C1(u) = 6.[cos φ u1 + sin φ 

u2], C2(u) = (2+4. cos φ).[cos φ u1 + sin φ u2], and C3(u) 

= (3+cos (3.φ)).[cos φ u1 + sin φ u2], it can obtain Figure 

1c, 1d, and 1e,  respectively. In case the helix formulation 

of Equation 5 in the form HL(u) = <2 + 4.cos u, 1  + 6.sin 

u, 3  + u> with 0  u  4, it will give Figure 1f. On the 

other hand, consider a curve C(u) =<17u3 - 30u2 + 6u -

12, -39u3 + 51u2 – 36u + 10, 203u3 + 393u2 – 195u + 15> 

and the parameter u in interval 0 ≤ u ≤ 1. We can draw 

the curve C(u) in the form of Figure 1g and calculate the 

tangent vectors t of the curve C(u) at u = 0 and u  = 1 as 

shown in Figure 1h. These defined parametric curves in 

Figure 1a-1h are presented using Maple with the syntaxes 

as shown in Table 1.  

     

(a)                                    (b) 

                

(c)                                     (d) 

                

(e)                                          (f) 

   

(g)                                        (h) 

Figure 1 Some parametric curves. 

 

Advances in Computer Science Research, volume 96

127



  

 

Table 1. Plotting the parametric curves using Maple 

No. Equations Representation of Figures 1a-1h Using Maple Explanations 

1. 

> with(plots): 

>spacecurve([(1-u)*5+u*0, (1-u)*2+8*u, 1-u+6*u], u = 0 .. 1, thickness = 3, 

               color = blue); 
Figure 1a 

2. 

>a[1] := spacecurve([2+5*cos(2*Pi*u)*3/5+8*sin(2*Pi*u)*0, 2+5*cos(2*Pi*u)* 

              4/5+8*sin(2*Pi*u)*0, 2+5*cos(2*Pi*u)*0+8*sin(2*Pi*u)*1], u = 0 .. 1):  

>u1 := arrow(`<,>`(2, 2, 2), `<,>`(3/5, 4/5, 0), width = [.2, relative], color = red):  

>u2 := arrow(`<,>`(2, 2, 2), `<,>`(0, 0, 1), width = [.2, relative], color = blue):  

               display(a[1], u1, u2, color = blue, thickness = 3, labels = [X, Y, Z]); 

Figure 1b 

3. 
>a[2] := spacecurve([7*(cos(2*Pi*u)* 3/5+sin(2*Pi*u)*0), 7*(cos(2*Pi*u)* 4/5+  

              sin(2*Pi*u)*0), 7*(cos(2*Pi*u)*0+sin(2*Pi*u)*1)], u = 0 .. 1): 
Figure 1c 

4. 

>a[3] := spacecurve([(2+4*cos(2*Pi*u))*(cos(2*Pi*u)* 3/5+sin(2*Pi*u)*0),(2+ 

              4*cos(2*Pi*u))*(cos(2*Pi*u)* 4/5+sin(2*Pi*u)*0), (2+4*cos(2*Pi*u))* 

              (cos(2*Pi*u)*0+sin(2*Pi*u)*1)], u = 0 .. 1): 

Figure 1d 

5. 

>a[4] := spacecurve([(3+cos((3*2)*Pi*u))*(cos(2*Pi*u)* 3/5+sin(2*Pi*u)*0), 

              (3+cos((3*2)*Pi*u))*(cos(2*Pi*u)* 4/5+sin(2*Pi*u)*0), (3+cos((3*2)* 

               Pi*u))*(cos(2*Pi*u)*0+sin(2*Pi*u)*1)], u = 0 .. 1); 

Figure 1e 

6. >spacecurve([2+4*cos(u), 1+6*sin(u), 3+u], u = 0 .. 4*Pi, thickness = 3, color = blue); Figure 1f 

7. 

>spacecurve([(17*u*u)*u-30*u*u+60*u-12, -(39*u*u)*u+51*u*u-36*u+10, 

              -(203*u*u)*u+393*u*u-195*u+15], u = 0 .. 1, thickness = 3, color = red, 

              view = [-50 .. 50, -50 .. 50, -50 .. 50]); 

Figure 1g 

8. 

>a[5] := spacecurve([(17*u*u)*u-30*u*u+60*u-12, -(39*u*u)*u+51*u*u- 

               36*u+10, -(203*u*u)*u+393*u*u-195*u+15], u = 0 .. 1, thickness = 3, 

               color = red):  

>t(0) := arrow(`<,>`(-12, 10, 15), `<,>`(2, -1.2, -6.5), width = [0.2, relative], 

               color = black):  

>t(1) := arrow(`<,>`(35, -14, 10), `<,>`(1.7, -1.7, -.6), width = [0.4, relative], 

              color = blue):  

              display(a[5], t(0), t(1), view = [-50 .. 50, -50 .. 50, -50 .. 50]); 

Figure 1h 

From Equation 7 to the Equation 13, it can 

demonstrate the parametric surfaces in this ways. The 

sphere and ellipsoid in Equation 7 of center <3,2,4> with 

the radius r = 6, r1 =  3,  r2 = 5, r3 = 8, and 0 ≤ u ≤ 1.8π, 

and 0 ≤ v ≤ π  produce the shapes in Figure 2a and 2b. 

Then, the cylinder of Equation 8 with the radius r = 5, the 

axe (0.5,2,2),  0 ≤ u ≤ 2π, and 0 ≤ v ≤ 12  presents Figure 

2c. Formulation of hyperboloid, paraboloid, cone, and 

circle-plane of Equation 9, 10, 11, and 12  in the forms 

H(u,v) = < (2.cos u – 2.v.sin u) + 2, (2.sin u +2. v.cos u) 

+ 2, 3.v +3> with 0 ≤ u ≤ 2π and -3 ≤ v ≤ 3 ,  P(u,v) = < 

3. v.cos u + 1, 3. v.sin u + 2, 2.v2 + 3> with 0 ≤ u ≤ 2π and 

-3 ≤ v ≤ 3, K(u,v) = < 5. v.cos u + 2, 5. v.sin u + 3, 7. v + 

1> with 0 ≤ u ≤ 2π and 0 ≤ v ≤ 5, and CL(u,v) = < 6. v.cos 

u + 1, 6. v.sin u + 3, 4> with 0 ≤ u ≤ 2π, and 0 ≤ v ≤ 1 give 

the surfaces presented in Figure 2d, 2e, 2f, and 2g, 

successively.   Finally, the pseudo-sphere of formula 

PB(u,v) = < 12/v.cos u, 12/v.sin u, 5. v > with - π ≤ u ≤ π 

and -1 ≤ v ≤ -5 presents the Figure 2h.  

 

                                            
(a)                          (b) 

           

(c)                            (d) 

                   

(e)                            (f) 

                 

(g)                         (h) 

Figure 2 Some parametric surfaces.
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Table 2. Plotting the parametric surfaces using Maple 

No. Equations Representation of Figures 2a-2h Using Maple Explanations 

1. 
> with(plots): 

> plot3d([5*sin(v)*cos(u)+3, 5*sin(v)*sin(u)+2, 5*cos(v)+4], u = 0 .. 1.8*Pi, v = 0 .. Pi): 
Figure 2a 

2. > plot3d([3*sin(v)*cos(u)+3, 5*sin(v)*sin(u)+2, 8*cos(v)+4], u = 0 .. 1.8*Pi, v = 0 .. Pi): Figure 2b 

3. > plot3d([5*cos(u)+0.5*v, 5*sin(u)+2*v, 2*v], u = 0 .. 2*Pi, v = 0 .. 12): Figure 2c 

4. 
> plot3d([2*cos(u)-2*v*sin(u)+2, 2*sin(u)+2*v*cos(u)+2, 3*v+3], u = 0 .. 2*Pi,  

               v = -3 .. 3): 
Figure 2d 

5. >plot3d([3*v*cos(u)+1, 3*v*sin(u)+2, 2*v*v+3], u = 0 .. 2*Pi, v = -3 .. 3): Figure 2e 

6. >plot3d([5*v*cos(u)+2, 5*v*sin(u)+3, 7*v+1], u = 0 .. 2*Pi, v = 0 .. 5): Figure 2f 

7. >plot3d([6*v*cos(u)+1, 6*v*sin(u)+3, 4], u = 0 .. 2*Pi, v = 0 .. 1): Figure 2g 

8. >plot3d([(12/v)*cos(u), (12/v)*sin(u), 5*v], u = -Pi .. Pi, v = -1 .. -5): Figure 2h 

Consider two parametric curves of Equation 1a in the 

forms C1(u) and C2(u) with 0≤ u ≤ 1. The connection of 

both curves are respectively a parametric continuity order 

0 and 1, i.e., C0 and C1, if they meet  𝐂1(1) = 𝐂2(0) = CP 

and 𝐂1
′ (1) = 𝐂2

′ (0). If the condition of tangent vectors  

𝐂1
′ (1) and 𝐂2

′ (0) are collinear, it fulfills the geometric 

continuity. In case the surfaces S1(u,v) and S2(u,v) with 

0≤ u,v≤ 1, they have to fulfill  S1(1,v) = S2(0,v) = 𝛒(𝑣) 

and  𝐒1
𝑢(1,v) = 𝐒2

𝑢(0,v) along the common curve 𝛒(𝑣). 

Connection of these parametric curves and surfaces 

can use to model the shape of an object. So, it needs the 

calculation of common boundary point CP and the 

computation of collinear tangent vectors 𝐂1
′ (1) = 𝐂2

′ (0) of 

the curves joints. On the other sides, we have to evaluate 

the common boundary curve 𝛒(𝑣) and the derivation in 

direction u of the surfaces  𝐒1
𝑢 (1,v) = 𝐒2

𝑢 (0,v) or the 

unique tangent plane along the common curve 𝛒(𝑣) of 

the surfaces joints. For examples, let C1(u) = <2u2, 2u-1,  

3u-2>, C2(u) = <2u2+4u+2, 2u3+2u+1,3u+1> and 0≤ u ≤ 

1. We can calculate the common boundary point  𝐂1(1) 

= 𝐂2(0) = <2,1,1>, and the common tangent vector 𝐂1
′ (1) 

= 𝐂2
′ (0) = <4,2,3> as shown in Figure 3a and 3b. 

When the surfaces S1(u,v) and S2(u,v)  are  S1(u,v) =  

<(2u2+2).cos(2πv), (2u2+2).sin(2πv), 4u+1> and S2(u,v) = 

<(2u2+4u+4).cos(2πv), (2u2+4u+4).sin(2πv), 

2u3+u2+4u+5> with 0≤ u,v≤ 1, we find S1(1,v) = S2(0,v) 

= 𝛒(𝑣) = <4.cos(2πv), 4.sin(2πv),5>  as shown in Figure 

3c. The derivation in direction u of both surafces along 

the common boundary curve 𝛒(𝑣) is 𝐒1
𝑢(1,v) = 𝐒2

𝑢(0,v) = 

<4.cos(2πv), 4.sin(2πv),4>. The connection of these 

surfaces  is presented in Figure 3d. 

The parametric curves and surfaces formulas of 

Equation 2-12 are demonstrated in Table 1 and Table 2 

using Maple. These formulas may give some advantages 

to model various forms of home industry objects. Then, 

joining the curves and surfaces may also are used to 

construct the object components and the required goods. 

Based on these studies, we discuss, in the next section, 

the construction of the cottage industry and pipes. 

           
(a)                                    (b) 

                 
(c)                                          (d) 

Figure 3 Connection of parametric curves and surfaces. 

3.3. Modeling and Simulating Industrial 

Objects 

3.3.1. Design of Home Industrial Objects 

We show the use of these curves for creating iron 

trellis and frames, for example, to construct the flower 

vases' rack. Making the designed rack be symmetric and 

balanced form, it can reference from a cube or rectangular 

parallelepiped shapes ABCD-EFGH as follows. From 

Figure 4a, we determine the line segments KA=DK=KL, 

PB=PC=PO, and LM=MN=NO. In the plane KLOP, it 

alternately draws the semicircles with diameter LM, MN, 

and NO. In-plane AEHD and BFGC, it can plot the 

semicircles of radius KA and PB with the center K and P, 

respectively, as presented in Figure 4b. Then, it can pose 

some circles with centers at the points L, M, N, O, and the 

summit points of the semicircles to provide the places of 

flower vases. The design result may introduce in Figure 

4c, 4d. 
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(a)                                  (b)                                   (c)                                 (d) 

Figure 4 Rack design (flower vase). 

  

Table 3. Plotting rack design using curves (Figure 4c,4d) 

Curves Formulas Using Maple of Figure  

> with(plots): 

p1 := spacecurve({[(1-u)*60+u*(-60), (1-u)*(-30)+u*(-30), (1-u)*0+u*0], [(1-u)*60+u*(-60), (1-u)*30+30*u, 

         (1-u)*0+u*0]}, u = 0 .. 1, thickness = 4, color = blue):  

p2 := spacecurve({[(1-u)*(-60)+u*(-60), (1-u)*30+u*(-30), (1-u)*0+u*0], [(1-u)*60+60*u, (1-u)*30+u*(-30), 

         (1-u)*0+u*0]}, u = 0 .. 1, thickness = 4, color = blue): 

t1:=spacecurve({[(20)*cos(u*2*Pi)+40,0,20*sin(u*2*Pi)+30],[(20)*cos(u*2*Pi)-40,0,20* sin(u*2*Pi)+30], 

          [(20)*cos(u*2*Pi-Pi)+0,0,20*sin(u*2*Pi-Pi)+30]}, u=0.5..1, thickness=5, color=red): 

k12:=spacecurve({[-60,(30)*cos(u*Pi),30*sin(u*Pi)],[60,(30)*cos(u*Pi),30*sin(u*Pi)]},u=0..1,  thickness=5, 

          color= brown): 

C:=spacecurve({[5*cos(u*2*Pi)+65,5*sin(u*2*Pi),30],[5*cos(u*2*Pi)-65,5*sin(u*2*Pi),30]}, u=0..1, 

         thickness = 4): 

C2:=spacecurve({[9*cos(u*2*Pi)+40,9*sin(u*2*Pi)+9,10],[9*cos(u*2*Pi)+40,9*sin(u*2*Pi)-9,10]}, u=0..1, 

        thickness = 4): 

C3:=spacecurve({[7*cos(u*2*Pi)+20,7*sin(u*2*Pi)+7,30],[7*cos(u*2*Pi)+20,7*sin(u*2*Pi)-7,30]}, u=0..1, 

        thickness = 3): 

C4:=spacecurve({[5*cos(u*2*Pi)+0,5*sin(u*2*Pi)+5,50],[5*cos(u*2*Pi)+0,5*sin(u*2*Pi)-5,50]}, u=0..1, 

        thickness = 3): 

C5:=spacecurve({[7*cos(u*2*Pi)-20,7*sin(u*2*Pi)+7,30],[7*cos(u*2*Pi)-20,7*sin(u*2*Pi)-7,30]}, u=0..1, 

        thickness = 3): 

C6:=spacecurve({[9*cos(u*2*Pi)-40,9*sin(u*2*Pi)+9,10],[9*cos(u*2*Pi)-40,9*sin(u*2*Pi)-9,10]}, u=0..1, 

        thickness = 4): 

display(p1,p2,t1,k12,C,C2,C3,C4,C5,C6,view = [-75 .. 75, -45 .. 45, -5 .. 65]); 

Modeling handicraft and home industries objects with 

surfaces need to recognize various component features, 

the measure, the position of the parts, and the aesthetic of 

the goods [19-21]. In this case, Equation 7-13 and some 

modifications formula provide some facilitates to create 

the shapes and the model of the goods using stages as 

follows. First, we determine each position of the part 

object and its measures from bottom to top, from back to 

front, or from left to right, consecutively. Second, 

connecting some surfaces of Equation 7-13 using a Maple 

suitable with the arranged positions will create the shape 

of the part of the goods. Finally, showing naturally, the 

designed objects can use the Maple menu related to the 

presentation style of surfaces, color, or lighting. For 

example, implementing the formula cone and paraboloid 

(Equation 11, 10) ordered from bottom to top can model 

a hat shape (Figure 5a). In the same manner, it can create 

a model of Figure 5b and Figure 5c. Moreover, the 

application of many Equations 7-13 gives the complex 

shapes as illustrated in Figures 5d, 5e, and 5f. Table 4 

shows some equations used to draw Figures 5a, 5b, and 

5d using software-Maple. 

                  
(a)                                 (b) 

              
(c)                               (d) 

     
(e)                                (f) 

 

Figure 5 Simulation results of the object design. 
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Table 4. Objects design constructed with surfaces 

Figures Surfaces Formulas Using Maple 

5a 

> with(plots): 

T[1] := plot3d([(5*(-2*v+4))*cos(2*Pi*u), (5*(-2*v+4))*sin(2*Pi*u), 4*v], u = 0 .. 1, v = 0 .. 1):   

T[2] := plot3d([10*v*cos(2*Pi*u), 10*v*sin(2*Pi*u), -20*v*v+24], u = 0 .. 1, v = 0 .. 1, 

            color = red): 

display(T[1], T[2], view = [-25 .. 25, -25 .. 25, -2 .. 30]); 

5b 

> with(plots): 

p1 := plot3d([(6*v*v-7*v+3) *cos(1.5*Pi*u), (6*v*v-7*v+3) *sin(1.5*Pi*u), -v*v+7*v], u = 0 .. 1, 

         v = 0 .. 1):  

p2 := plot3d([(-15*v*v+15*v+2) *cos(1.5*Pi*u), (-15*v*v+15*v+2) *sin(1.5*Pi*u), 11*v*v-17*v+ 

          12], u = 0 .. 1, v = 0 .. 1):  

display(p1, p2, view = [-7 .. 7, -7 .. 7, 0 .. 12]); 

5d 

> with(plots): 

T[1] := plot3d([4*sin(v)*cos(u)/(.866), 2*sin(v)*sin(u)/(.866), cos(v)+.25], u = 0 .. 2*Pi, v = 0 .. 

(1/3)*Pi): 

T[2] := plot3d([4*cos(u), 2*sin(u), v+.25], u = -Pi .. Pi, v = .5 .. 0):  

T[3] := plot3d([cos(u)/v, sin(u)/v, -2*v+3.5-4], u = -Pi .. Pi, v = -2 .. -.82);  

T[4] := plot3d([cos(u)/v, sin(u)/v, 2*v+3+4], u = -Pi .. Pi, v = -2 .. -1):  

T[5] := plot3d([.6*(cos(u)-v*sin(u)), .6*(sin(u)+v*cos(u)), v+3], u = 0 .. 2*Pi, v = -.5 .. .5): 

T[6] := plot3d([9*sin(v)*cos(u)/(.9), 3*sin(v)*sin(u)/(.9), cos(v)+6], u = 0 .. 2*Pi, v = Pi .. (1/3)*Pi): 

T[7] := plot3d([9*cos(u), 3*sin(u), v], u = -Pi .. Pi, v = 6.5 .. 7.5):  

display(T[1],T[2],T[3],T[4],T[5],T[6],T[7], view = [-12 .. 12, -12 .. 12, -12 .. 12]); 

3.3.2. Pipes Design 

Consider two perpendicular unity constant vectors v1 

and v2 with v1  v2 = v and the parametric curve (v) in 

the form of Equation (4).  On the other side, consider a 

curve C(u) with their normal and binormal vectors n and 

b shown in Figure 6a.  It can define a tube with a center 

of the curve, i.e., a line or the curve C(u) and the cross-

section curve of the pipe (v) in this way [3,5] 

Tv(u v) = [<xC,yC,zC> +  u. v] +  

                                      (v).[cos (φ) v1 + sin (φ) v2]  (14) 

 

T(u,v) = C(u) + (v).[cos (φ) b +  sin (φ) n]  (15) 

 

with  parameter constant, the value φ = 2πv and 0 ≤ u, v 

≤1. For example, if the unity constant vectors v1= 

<0,0,1>, v2 = <0,1,0>,  <xC,yC,zC> = < 5,0,0> and (v) = 

2+ cos (6πv), then we find Figure 6b. When the center 

curve of pipe C(u) =<17u3 - 30u2 + 6u -12, -39u3 + 51u2 

– 36u + 10, 203u3 + 393u2 – 195u + 15> and (v) = 3, 

using Equation (6) and Equation (15) will obtain the tube 

shape in Figure 6c, 6d. 

4. CONCLUSIONS 

This study develops learning materials to apply the 

parametric formulas of curves and surfaces to design the 

shape of cottage industry, pipes shape and modeling the 

handicrafts with software-Maple. In modeling these 

goods, software-Maple helps the students recognize  and  

 

implement the curves and surfaces formula, visualize and 

present the industrial objects naturally. Moreover, aiding 

Maple, the collegers learn creatively, visually, and 

responsibly with their knowledge, technological skills, 

and experiences in implementing the differential 

geometry formulas (especially the curves and surfaces) 

for modeling industrial objects. 

 

       
(a)                                        (b) 

 
(c)                                             (d) 

Figure 6 Pipes construction. 
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ABSTRACT 

Since October 2, 2009, UNESCO has acknowledged batik as one of Indonesia's intellectual properties. Throughout the 

archipelago, distinct and diverse batik motifs have emerged and been produced with the passage of time; Madura batik 

is one of them. The Backpropagation Algorithm is used to recognize Madura Batik Patterns in this research. Bunga 

Satompok, Manuk Poter, Pecah Beling, Rumput Laut, and Sekar Jagat are the motifs used in this study. To begin, resize 

the image to 200 × 200 pixels and convert it to a grayscale image. The Gray Level Co-occurrence Matrix (GLCM) 

approach is used to extract image features, and the Backpropagation Algorithm is used to recognize them. With GLCM, 

the angle orientations utilized in the feature extraction process are 0, 45, 90, and 135 degrees. There are 1, 3, and 5 

hidden layers used throughout the training process, with hidden neurons in each layer of 8, 16, and 32. The highest 

accuracy is achieved when five hidden layers with 32 hidden neurons and one hidden layer with 32 hidden neurons in 

each layer are used in the testing process, which is 98 percent. 

Keywords: Batik, Backpropagation, Gray level co-occurrence matrix, Neural network. 

1. INTRODUCTION 

Indonesia is a multicultural country that has a 

diversity of cultures and arts. UNESCO has designated 

batik as one of the world's cultural heritage from 

Indonesia [1]. Batik has many motifs. Almost every 

region in Indonesia has its motives. One of them is a 

motif from Madura batik. Madura batik has a 

characteristic colour that tends to be firm and bold. Many 

previous studies have done pattern recognition, for 

example, facial recognition [2], fingerprints [3], Retina 

[4], and others. The algorithm used is also diverse, one of 

which is the Backpropagation algorithm. 

Backpropagation is one of the supervised algorithms on 

Artificial Neural Networks that can train networks to 

learn patterns used during training and recognize patterns 

of input similar to those used during training during 

testing [5]. In the recognition process, the Gray Level Co-

occurrence Matrix (GLCM) method is used as a feature 

extraction method using four GLCM computation 

features, namely Contrast, Energy, Correlation, and 

Homogeneity. The results obtained in the feature 

extraction process will be used to calculate the accuracy 

generated as a measure of the algorithm, and the method 

used runs well. 

2. BACKPROPAGATION ALGORITHM 

Artificial neural network is a computational method 

with an interconnected network, so it is similar to human 

neural networks. Artificial neural networks have an 

adaptive nature, which can learn from previous data and 

recognize data that changes [4]. One of the most widely 

used artificial neural network algorithms is 

backpropagation. 

Backpropagation is an algorithm that has a strong 

basic mathematical [5]. Backpropagation is an algorithm 

that uses weight adjustment to achieve the minimum error 

value between predicted output and actual output [6]. 

In Figure 1, it can be seen that what acts as the input 

layer is X, and Z as the hidden layer with V is the weight 

between the input layer and the hidden layer. Y is the 

output layer, W is the weight between the hidden and the 

output layers, and 1 is the bias. 
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Figure 1 Backpropagation architecture. 

2.1. Backpropagation Training Algorithm 

The Backpropagation Artificial Neural Network 

training algorithm is as follows: 

Step 0: Set the initial weight and bias to the lowest 

possible random value, set the minimum error. 

Step 1: While the stopping condition is false, do steps 2 

- 9. 

Step 2: For each pair of training data, do steps 3-8. 

Step 3: For each input unit (xi, i = 1,2, ..., n), receive input 

xi and spread the signal throughout the hidden layer 

neurons. 

Step 4: Each hidden unit (zj = 1,2, ..., p) sums the weight 

of the input signal with the following equation. 

𝑧𝑖𝑛_𝑗 = 𝑉0𝑗 + ∑ 𝑥𝑖𝑣𝑖𝑗
𝑝
𝑖=1   

with: 𝑣0𝑗 = initial bias between the input layer and the 

hidden layer. 

𝑣𝑖𝑗  = initial weight between the input layer and the 

hidden layer. 

Then calculate the output value using the activation 

function used with the following equation. 

𝑧𝑗 = 𝑓(𝑧𝑖𝑛𝑗
)  

And sends a signal to all output layer units. 

Step 5: Each unit of output neuron (yk, k = 1,2, ..., m) sum 

the weight of the output signal. 

𝑦_𝑖𝑛𝑘 =  𝑤0𝑘 +  ∑ 𝑧𝑗𝑤𝑗𝑘
𝑚
𝑗=1   

with: 𝑤0𝑘 = initial bias between the hidden layer and 

output layer. 

𝑤𝑗𝑘  = initial weight between the hidden layer and 

output layer.  

Calculate the output signal with the activation 

function in the following equation. 

𝑦𝑘 = 𝑓(𝑦𝑖𝑛𝑘
)  

Step 6: For each output (yk, k = 1,2, ..., m) that receives a 

target pattern that corresponds to the input pattern and 

then calculates the error value with the following 

equation. 

𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘)𝑓′(𝑦_𝑖𝑛𝑘)  

with: tk= Target Output 

Calculate the weight correction using the following 

equation. 

∆𝑤𝑗𝑘 =  𝛼𝛿𝑘𝑧𝑗  

with: 𝛼 = learning rate used in training. 

Calculate the correction bias with the following 

equation. 

∆𝑤𝑗𝑘 =  𝛼𝛿𝑘  

And send the signal to the previous layer. 

Step 7: Calculate the hidden unit factor based on the error 

in each hidden unit (zj, j = 1,2, ..., p). 

𝛿_𝑖𝑛𝑗 = ∑ 𝛿𝑘𝑤𝑗𝑘
𝑚
𝑘=1   

Factor 𝛿 for hidden layer . 

𝛿𝑗 = 𝛿_𝑖𝑛𝑗𝑓′(𝑧𝑖𝑛_𝑗
)  

calculate the weight correction with the following 

equation. 

∆𝑣𝑖𝑗 = 𝛼𝛿𝑗𝑥𝑖  

Calculate the bias correction with the following 

equation. 

∆𝑣0𝑗 =  𝛼𝛿𝑗  

Step 8: Each neuron output (yk, k = 1,2, ..., m) update bias 

and weight (j = 0.1, ..., p) with the following equation. 

𝑤𝑗𝑘(𝑛𝑒𝑤) = 𝑤𝑗𝑘(𝑜𝑙𝑑) + ∆𝑤𝑗𝑘  

Each hidden unit (zj, j = 1,2, ..., p) updates its bias and 

weight (I = 0,1, ..., n) with the following equation. 

𝑣𝑖𝑗(𝑛𝑒𝑤) = 𝑣𝑖𝑗(𝑜𝑙𝑑) + ∆𝑣𝑖𝑗   

Step 9: Test the stopping condition based on epoch 

and error with equation 1 [7]. 

MSE =
1

2
∑ (𝑡𝑘𝑗 − 𝑦𝑘𝑗)𝑚

𝑗=1

2
 (1) 

 

3. GRAY LEVEL CO-OCCURENCE 

MATRIKS (GLCM) 

GLCM is a matrix whose elements are the probability 

of the appearance of gray levels 𝑖  and 𝑗  from two 

different pixels at a distance (𝑑) and angular direction (𝜃 
= [0°, 45°, 90°, 135°]) [8]. A neighboring pixel with a 

distance d between them can be located in eight different 

directions, and this is shown in Figure 2. 

To produce a concurrency matrix, first calculate the 

relationship between pixels based on the gray value of the 

grayscale image with the angular direction as shown in 

Figure 2, so that the resulting matrix concurrency with 

distance d and angle 𝜃. Figure 3 shows how to calculate 

the concurrency matrix. 
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Figure 2 Neighbor relationship between pixels. 

         

                 (a)                                         (b) 

Figure 3 (a) Grayscale image values with 4 levels of 

gray level, (b) The concurrency matrix with the distance 

d = 1 and the angular direction 𝜃 = 0°. 

After obtaining the concurrency matrix, the 

symmetric matrix is calculated by summing the 

concurrency matrix with the transpose, as follows. 

 

After obtaining the symmetric matrix, normalize the 

symmetric matrix by dividing each element by the sum 

of all elements as follows. 

 

After obtaining the normalization matrix, the texture 

value calculation is carried out using 14 GLCM features 

[9]. In general, research on pattern recognition using 

GLCM as a feature extraction method uses only five 

features because these five features are the main features 

in GLCM [10]. The five features are as follows: 

a. Entropy, the entropy value shows the randomness of 

the gray degree distribution of an image. Entropy is 

defined as: 

Entropy =  − ∑ ∑ 𝑃𝑖𝑗 log 𝑃𝑖𝑗𝑗𝑖   

b. Energy, commonly called ASM (Angular Second 

Moment), measures the uniformity of an image or 

value used to calculate the concentration of pair 

intensity on a matrix. 

ASM = ∑ ∑ (𝑃𝑖𝑗)2𝑁𝑔−1

𝑗=0

𝑁𝑔−1

𝑖=0
  

c. Contrast, contrast is a measure of the spread of 

matrix elements in an image. Contrast is a value that 

is used to calculate the inaccuracy of the intensity of 

an image. 

Contrast =  ∑ ∑ (𝑖 − 𝑗)2. 𝑃𝑖𝑗
𝑁𝑔−1

𝑗=0

𝑁𝑔−1

𝑖=0
   

d. Homogeneity, homogeneity or Inverse Different 

Moment shows the homogeneity of an image that has 

a similar gray. 

IDM =  ∑ ∑
1

1+(𝑖−𝑗)2 . 𝑃𝑖𝑗
𝑁𝑔−1

𝑗=0

𝑁𝑔−1

𝑖=0
  

e. Correlation, correlation is a linear dependency 

relationship between values on the gray level in the 

image. 

corr = ∑ ∑
(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)𝑝𝑖𝑗

𝜎𝑖𝜎𝑗

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
   

4. DATA 

The data used in this study are five different Madura 

batik motifs, where each motif will be taken as many as 

30 different images. In order to obtain 150 images of 

Madura batik motifs. Of the 150 images divided by 100 

for training images and 50 as test images. Table 1 is an 

example of Batik data used for each motif. 
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Table 1. Madura batik motifs and labeling 

No. Name of Batik Picture Class Label 

1 
Batik Bunga 

Satompok 

 

Class 1 [1;0;0] 

2 
Batik Manuk 

Poter 

 

Class 2 [0;1;0] 

3 
Batik Pecah 

Beling 

 

Class 3 [0;0;1] 

4 Batik Sekar Jagat 

 

Class 4 [1;1;0] 

5 
Batik Rumput 

Laut 

 

Class 5 [1;0;1] 

5. RESULT AND DISCUSSION 

The recognition of Madura batik patterns with the 

Backpropagation Algorithm starts with the preprocessing 

stage, feature extraction with GLCM, and classification 

using the Backpropagation algorithm. The data used are 

five classes of Madura batik motifs taken using a 

smartphone camera. The preprocessing stage includes the 

scaling and gray scaling processes. Figure 4 is an example 

of an image that has been carried out in the preprocessing 

stage. 

  

Figure 4 Preprocessing image. 
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The next step is feature extraction using the GLCM 

method. This stage produces values from four GLCM 

features with distance d = 1 and angular direction (𝜃 = [0 °, 

45 °, 90 °, 135 °]) as in Table 2. 

 

Table 2. GLCM value 

 0° 45° 90° 135° 

Contrast 0,943 1,231 0,86 1,321 

Correlation 0,866 0,825 0,879 0,812 

Energy 0,067 0,062 0,070 0,061 

Homogeneity 0,754 0,734 0,767 0,725 

 

The training stages use the data in Table 2 as input. 

Table 3 shows some of the neural network architectures 

that will be tested. 

 

Table 3. Neural network architectures 

Hidden 

Layers 

Hidden Neurons in Each Layer 

Architecture 

1 

Architecture 

2 

Architecture 

3 

5 32 16 8 

3 32 16 8 

1 32 16 8 

 

Based on Table 3, then testing is carried out using 

data different from the training data. The testing results 

for five hidden layers and 32 neurons are displayed with 

the Confusion Matrix in Table 4. 

 

Table 4. Confusion matrix  

Classes 1 2 3 4 5 

1 10 0 0 0 0 

2 0 10 0 0 0 

3 0 0 10 0 0 

4 0 1 0 9 0 

5 0 0 0 0 10 

The accuracy is as follows: 

accuracy =
49

50
× 100% = 98%  

The accuracy of testing from all architectures is 

shown in Table 5. 

 

 

Table 5. Accuracy from all architectures 

Hidden 
Layers 

Hidden Neurons In Each 
Layer 

Average 

32 16 8 

5 98% 96% 94% 96% 

3 96% 96% 94% 96,33% 

1 98% 96% 96% 96,67% 

Average 97,33% 96% 96,67%  

 

The number of hidden layers and hidden neurons and 

the initial weights and biases used in training affect the 

process of image recognition. In this study, hidden layers 

and hidden neurons are determined manually by the 

researcher. In Table 5, it can be seen that the architecture 

using five hidden layers with 32 hidden neurons in each 

layer has the highest accuracy of 98%.  

6. CONCLUSION 

The highest accuracy is obtained in architecture using 

five hidden layers with 32 hidden neurons in each layer 

equal to 98%. The lowest accuracy is obtained in 

architecture using five hidden layers with eight hidden 

neurons and three hidden layers with eight hidden 

neurons equal to 94%. 
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ABSTRACT 

Optimization problems have become interesting problems to discuss, including the knapsack problem. There are many 

types and variations of knapsack problems. In this paper, the authors introduce a new hybrid metaheuristic algorithm to 

solve the modified bounded knapsack problem with multiple constraints we call it modified bounded knapsack problem 

with multiple constraints (MBKP-MC). Authors combine two popular metaheuristic algorithms, Particle Swarm 

Optimization (PSO) and Cat Swarm Optimization (CSO). The algorithm is named Hybrid Cat-Particle Swarm 

Optimization (HCPSO). The results of the implementation of the algorithm are compared with PSO and CSO 

algorithms. Based on the experimental results, it is known that the HCPSO algorithm is suitable and can reach to good-

quality solution within a reasonable computation time. In addition, the new proposed algorithm performs better than the 

PSO and CSO on all MBKP-MC data used. 

Keywords: Hybrid cat-particle swarm optimization, Metaheuristic, Modified bounded knapsack problem.  

1. INTRODUCTION 

The knapsack problem is one of the optimization 

problems that are very interesting to be discussed. 

According to [1], the knapsack problem is defined as a 

problem that we have to determine some items to be put 

into storage media, where each item has weight and 

profit. The total weight must not exceed the capacity of 

the storage media used. The items must be selected such 

that the total profit can be maximized. Knapsack Problem 

(KP) has some types based on the problem, which are 0-

1 knapsack, bounded knapsack, and unbounded knapsack 

[2]. Based on the objective, a number of constraints, and 

a number of storage media, the knapsack problem is 

divided into variations: single objective knapsack, multi-

objective knapsack, multidimensional knapsack, multiple 

constraints knapsack, and quadratic knapsack [3].  There 

are some researches discuss the combination of the type 

and variation of the knapsack problem, such as multiple 

constraints 0-1 knapsack problem [4] [5], 

multidimensional 0-1 knapsack problem [6], 

multidimensional 0-1 knapsack problem with multiple 

constraints [7, 8], multidimensional bounded knapsack 

problem [9, 10], multiple constraints bounded knapsack 

problem [11]. In this study, we will discuss a new hybrid 

metaheuristic algorithm. In Bounded Knapsack Problem 

(BKP), there is a maximum number of each item. In 

Modified Bounded Knapsack Problem (MBKP), we add 

a minimum number of each item that should be put into 

the storage media. And then, in this algorithm that we will 

discuss, we use three main constraints, weight, volume, 

and price. The total weight and volume must not exceed 

the capacity of the storage media, and the total price 

should not be greater than the capital. The optimization 

problem, included the knapsack problem, can be solved 

by some methods or algorithms. According to [12], a 

metaheuristic algorithm is an algorithm designed to solve 

optimization problems through an approach process that 

is inspired by nature, such as biology, physic, or 

ethology.  

There are some metaheuristic algorithms that often 

used by some researchers, such as Particle Swarm 

Optimization (PSO) [13], Cat Swarm Optimization 

(CSO) [14], Genetic Algorithm (GA) [15, 16], Simulated 

Annealing (SA) [17, 18], Artificial Immune System 

(AIS) [19, 20], Ant Colony Optimization (ACO) [21, 22] 

and Tabu Search (TS) [23 – 25]. In this paper, we will 

focus on PSO and CSO algorithms. The PSO algorithm 

is known as the metaheuristic algorithm introduced by 

Eberhart and Kennedy in 1995, which is inspired by the 
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behavior of bird or fish swarm [13]. The PSO algorithm 

was first used to solve function optimization. After that, 

there are many other optimization problems solved using 

PSO algorithm, such as dynamic systems [26], pattern-

matching task [21], traveling salesman problem [23], 

hybrid flow-shop scheduling [9], nonlinear differential 

equations [12], vehicle routing problem [3], vehicle 

routing problem with time windows [23]. The CSO 

algorithm was first proposed by Chu, et al. in 2006 [14] 

that is based on cat behaviors. There are two modes in the 

CSO algorithm for exploration and exploitation, that is 

seeking and tracing. Some researchers applied the CSO 

algorithm in many fields, such as function optimization 

[14], clustering [3], reliability-oriented task allocation 

[12], unconstrained optimization [5], artificial neural 

networks [16], 0-1 knapsack [11], workflow scheduling 

[18], non-unicast set covering [19]. Besides those two 

algorithms, many researchers have combined some 

algorithms as a hybrid. According to [20], the hybrid 

algorithm is more efficient for solving large-scale 

problems. A hybrid algorithm is also able to balance the 

exploration and exploitation, and able to balance the 

execution time and the quality of the final result.  

In this paper, we will combine PSO and CSO 

algorithms as Hybrid Cat-Particle Swarm Optimization 

(HCPSO) algorithm. The algorithm will be tested for 

solving MBKP-MC. The performance of the algorithms 

is also compared with the results of the PSO and CSO 

algorithms.  

2. MODIFIED BOUNDED KNAPSACK  

The Bounded Knapsack Problem (BKP) [3] is defined 

as follows. A set of items j = {1, 2, …, n} where each 

item has a weight wj and a profit pj. The problem that 

must be solved is how to choose items with some 

constrain so that the total profit can be maximized. The 

models which describe this problem can be written as 

formula below (BKP) 

𝑴𝒂𝒙𝒊𝒎𝒊𝒛𝒆 ∑ 𝒑𝒋𝒙𝒋

𝒏

𝒋=𝟏
   (1) 

𝑤𝑖𝑡ℎ 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛 ∑ 𝑤𝑗𝑥𝑗

𝑛

𝑗=1
≤ 𝐶  (2) 

0 ≤ 𝑥𝑗 ≤ 𝑏𝑗, 𝑥𝑗 integer, j = 1, 2, …, n  (3) 

In this paper, we use Modified Bounded Knapsack 

Problem with Multiple Constraints (MBKP-MC). 

Besides the maximum number 𝑏𝑗 of the identical copies 

of item 𝑗, we consider the minimum number 𝑎𝑗 of each 

item type that should be selected. We also use three main 

constraints, which are weight (𝑤𝑗), volume (𝑣𝑗), and buy 

price/cost (𝑐𝑗). The total weight and volume must not 

exceed the capacity of the storage media, and the total 

price should not be greater than the capital. Therefore, the 

problem is formalized as follows.  

𝑴𝒂𝒙𝒊𝒎𝒊𝒛𝒆 ∑ 𝒑𝒋𝒙𝒋

𝒏

𝒋=𝟏
   (4) 

 ∑ 𝑤𝑗𝑥𝑗

𝑛

𝑗=1
≤ 𝐶                               (5) 

∑ 𝑣𝑗𝑥𝑗

𝑛

𝑗=1
≤ 𝑆                                  (6) 

∑ w𝑗𝑥𝑗

𝑛

𝑗=1
≤ 𝑀                                  (7) 

0 ≤ 𝑥𝑗 ≤ 𝑏𝑗 , 𝑥𝑗 integer, j = 1, 2, …, n      (8) 

where 𝐶, 𝑆 and 𝑀 are the weight capacity, space/volume 

capacity and capital respectively. 

3. THE PROPOSED ALGORITHM 

3.1 The PSO Algorithm 

The Particle Swarm Optimization (PSO) algorithm is 

one of the metaheuristic algorithms first introduced by 

Russell Eberhart and James Kennedy in 1995 [13]. The 

PSO algorithm is based on a swarm of birds or fish in 

nature. The PSO algorithm has been applied in most 

optimization areas, intelligent computation, and 

design/scheduling [21]. In the PSO algorithm, there are N 

particles and each particle represents a candidate of 

solution. The PSO algorithm generates the initial 

position, and velocity for every particle randomly in 

search space. Every iteration, each particle updates their 

velocity and position based on their own best position 𝑃𝑖 

and global best position 𝑃𝑔. According to the Invalid 

source specified, the particle’s velocity is updated using 

Equation (9), and then the position is updated using 

Equation (10). 

𝑉𝑖(𝑡 + 1) = 𝜔𝑉𝑖(𝑡) + 𝑐1𝑟1 (𝑃𝑔(𝑡)−𝑋𝑖(𝑡)) + 𝑐2𝑟2(𝑃𝑖(𝑡)−𝑋𝑖(𝑡)) (9) 

where 𝑐1, 𝑐2 are coefficient of acceleration in the interval 

[0, 2]; 𝑟1, 𝑟2 are random variables with uniform 

distribution in the interval [0, 1]; 𝜔 is inertia weight used 

to balance the global and local search; and 𝑡, 𝑡 + 1 are 

current and next iteration respectively. 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1)  (10) 

The inertia weight 𝜔 is linearly decreased  

 

𝜔 = 𝜔𝑚𝑎𝑥 − 𝑡 ∗
𝜔𝑚𝑎𝑥−𝜔𝑚𝑖𝑛

𝑁𝑢𝑚𝐼𝑡𝑒𝑟
  (11) 

where 𝜔𝑚𝑎𝑥, 𝜔𝑚𝑖𝑛, respectively, are maximum and 

minimum weight, and 𝑁𝑢𝑚𝐼𝑡𝑒𝑟 is a number of iterations. 

3.2 The CSO Algorithm 

Hunting ability to survive, but a house cat has a strong 

instinct interest in moving things. Although cats spend a 

lot of time sleeping, they have high alertness. They keep 

paying attention around to know if there is food or 

danger. Based on those two behaviors, the CSO algorithm 

is divided into two modes, seeking mode and tracing 

mode. The algorithm uses a mixture ratio (𝑀𝑅) to split 

the cats into seeking mode or tracing mode. 
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The seeking mode is used to model the situation while 

cats are sleeping.  In seeking mode, there are four factors 

defined, seeking memory pool (𝑆𝑀𝑃), seeking ranger of 

selected dimension (𝑆𝑅𝐷), counts of dimension to change 

(𝐶𝐷𝐶), and self-position considering (𝑆𝑃𝐶).  

𝑆𝑀𝑃 represents the size of the searching memory of 

each cat. Every cat will choose a new position in memory 

using Roulette Wheel. 𝑆𝑅𝐷 is used to control changes in 

values of the selected dimension, which do not exceed the 

range. 𝐶𝐷𝐶 is used to determine the number of 

dimensions to change. 𝑆𝑃𝐶 is a Boolean variable.  If the 

cat is the fittest individual, then 𝑆𝑃𝐶 is true (1), 

otherwise, 𝑆𝑃𝐶 is false (0). If 𝑆𝑃𝐶 is true (1), the cat will 

create 𝑗 copies new candidate position, where 𝑗 = 𝑆𝑀𝑃, 

but if 𝑆𝑃𝐶 is false (0), then the cat creates 𝑗 = 𝑆𝑀𝑃 one 

copies and one candidate is the current position. 

The tracing mode is used in the model cases where 

cats trace the target or prey. Every cat in tracing mode 

updated their position based on the velocity. In the CSO 

algorithm, the velocity of cats is updated based on the 

best position. The procedure of the CSO algorithm is 

described into eight steps as follows. 

1. Generate initial position and velocity of 𝑁 cats in 

search space. 

2. Evaluate the fitness value and save the best position as 

𝑥𝑏𝑒𝑠𝑡. 

3. Divide the cats into seeking and tracing mode. 

4. If the cat is in seeking mode, create a new candidate 

position using Equation (12), and then choose one to 

replace the current position using Roulette Wheel. 

𝑥′𝑗,𝑑 = 𝑥𝑗,𝑑 ± 𝑆𝑅𝐷 ∗ 𝑟 ∗ 𝑥𝑗,𝑑  (12) 

where 𝑟 is a random number and 𝑥𝑗,d, 𝑥’𝑗,d are current 

and new values of dimension 𝑑 respectively. 

5. If the cat is in tracing mode, update the velocity using 

Equation (13), and then update the position using 

Equation (14) 

    𝑣𝑘,𝑑(𝑡 + 1) = 𝑣𝑘,𝑑(𝑡) + 𝑐1𝑟1 (𝑥𝑏𝑒𝑠𝑡,𝑑(𝑡)−𝑥𝑘,𝑑(𝑡))  (13) 

    𝑥𝑘,𝑑(𝑡 + 1) = 𝑥𝑘,𝑑(𝑡) + 𝑣𝑘,𝑑(𝑡 + 1)   (14)     

𝑑 = 1, 2, … , 𝐷 

where 𝑐1 is acceleration coefficient; 𝑟1 is a random 

number; 𝑣𝑘,𝑑(𝑡), 𝑣𝑘,𝑑(𝑡 + 1), respectively are current and 

new velocity; and 𝑥𝑘,𝑑(𝑡), 𝑥𝑘,𝑑(𝑡 + 1) are current and 

new position respectively. 

6. Merge the cats from seeking and tracing mode. 

7. Evaluate the fitness value and update the best position. 

8. Check the termination criterion. If the criterion is 

reached, then the algorithm is stopped; else, back to 

step 3. 

3.3 The HCPSO Algorithm 

The Hybrid Cat-Particle Swarm Optimization 

(HCPSO) algorithm is the new hybrid algorithm we 

propose in this paper. We combine the CSO and PSO that 

are known as good metaheuristic algorithms. In the 

HCPSO algorithm, we use the full CSO scheme process 

with some additions and modifications. The algorithm 

saves the global best position and local best position like 

the PSO algorithm. And then, in the tracing mode, we 

apply the movement formula of PSO. Besides that, in the 

seeking mode, we use a modification of the value of the 

selected dimension based on the best position, and then 

we choose the best new candidate to replace the current 

position. This hybridization aims to get a better algorithm 

with a better convergence, and the execution time does 

not increase. All steps of the HCSPO algorithm to solve 

MBKP-MC are described as follows. 

1. Generate initial position (𝑋) of 𝑁 individuals in search 

space ([0, 1]) and generate velocity (𝑉). 

𝑋 = [

𝑥11 𝑥12 ⋯ 𝑥1𝐷

𝑥21 𝑥22 ⋯ 𝑥2𝐷

⋮
𝑥𝑁1

⋮
𝑥𝑁2

⋱ ⋮
⋯ 𝑥𝑁𝐷

] , 𝑥𝑘𝑑 ∈ [0,1] (15) 

𝑉 = [

𝑣11 𝑣12 ⋯ 𝑣1𝐷

𝑣21 𝑣22 ⋯ 𝑣2𝐷

⋮
𝑣𝑁1

⋮
𝑣𝑁2

⋱ ⋮
⋯ 𝑣𝑁𝐷

] (16) 

where 𝐷 is the number of items types. 

2. Convert the position (𝑋) into MBKP-MC solution term 

(𝑌) using Equation (18). 

𝑌 = [

𝑦11 𝑦12 ⋯ 𝑦1𝐷

𝑦21 𝑦22 ⋯ 𝑦2𝐷

⋮
𝑦𝑁1

⋮
𝑦𝑁2

⋱ ⋮
⋯ 𝑦𝑁𝐷

] (17) 

𝑦𝑘𝑑 = 𝑟𝑜𝑢𝑛𝑑(𝑥𝑘𝑑 ∗ (𝑏𝑑 − 𝑎𝑑)) (18) 

3. Check all the constraints. Make sure that all the 

solutions are an infeasible area which means all the 

solutions must meet the MBKP-MC constraints. 

4. Evaluate the fitness value (total profit) of all solutions. 

5.  Save the best position of each individual as 𝐶𝑘 and the 

best global solution as 𝐶𝑔. 

6. Divide the individuals into seeking and tracing modes. 

7. If individuals are in seeking mode. Create copies based 

on their own the best position 𝐶𝑘 Equation (19) and 

modify the selected dimension based on the best 

global solution 𝐶𝑔 Equation (20). 

𝑥′
𝑗,𝑑 = 𝐶𝑘,𝑑 , 𝑑 = 1,2, … , 𝐷  (19) 

𝑥′𝑗,𝑑 = 𝐶𝑔,𝑑 ± 𝑆𝑅𝐷 ∗ 𝑟 ∗ 𝐶𝑔,𝑑  (20) 

8. If individuals are in tracing mode. Update the velocity 

and position based on PSO movement as formulated 

in Equation (21) - Equation (22) 

𝑉𝑖(𝑡 + 1) = 𝜔𝑉𝑖(𝑡) + 𝑐1𝑟1 (𝐶𝑔(𝑡)−𝑋𝑖(𝑡)) + 𝑐2𝑟2(𝐶𝑖(𝑡)−𝑋𝑖(𝑡))  (21) 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1)  (22) 

9. Merge the cats from seeking and tracing mode and 

ensure all the positions do not exceed search space [0, 

1]. If the solution exceeds the search space, then the 

solution must be transformed using Equation (23). 
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𝑥𝑘 = {
  

𝑥𝑘−min(𝑥𝑘)

max(𝑥𝑘)−min(𝑥𝑘)
 ,   𝑖𝑓 min(𝑥𝑘) < 0

𝑥𝑘

max(𝑥𝑘)
,                   𝑖𝑓 max(𝑥𝑘) > 1

  (23) 

10. Convert the new position (𝑋) into the MBKP-MC 

solution term (𝑌). Check all the constraints and then 

evaluate the fitness value. 

11. Update the best individual position 𝐶𝑘 and the best 

global position 𝐶𝑔. 

12. Check the termination criterion. If the criterion is 

reached, then the algorithm is stopped and the final 

solution is 𝐶𝑔 in MBKP-MC solution term. But, if 

the criterion is not reached, go back to step 6. 

4.  COMPUTATIONAL RESULTS  

Experimental Design 

In order to study the performance of the proposed 

algorithm of this paper, we generate 20 MBKP-MC 

Instances. The test instances involve different size of 

problem. The numbers of items types (𝑛) that we use are 

30, 40, 50, 75 and 100. We apply simplex method to 

know the optimal value of the generated Instances. In 

particular, we use the following parameter setting: 𝑁 = 

100, 𝑁𝑢𝑚𝐼𝑡𝑒𝑟 = 5000, 𝑀𝑅 = 0.5, 𝑆𝑀𝑃 = 5, 𝐶𝐷𝐶 = 0.2 

(30, 40, 50 items), 𝐶𝐷𝐶 = 0.1 (75 items), 𝐶𝐷𝐶 = 0.08 (100 

items), 𝑆𝑅𝐷 = 0.1, 𝑐1 = 0.5, 𝑐2 = 1.5, 𝜔𝑚𝑎𝑥 = 0.9 and 

𝜔𝑚𝑖𝑛 = 0.7. 

Table 1. The average results obtained 

The average results on Table 1, that the HCPSO 

algorithm is the best algorithm, followed by PSO and 

then CSO. The PSO algorithm has the shortest execution 

time. Although, the average execution time of the 

HCPSO algorithm is less than CSO on all problem sets. 

These results mean that the HCPSO algorithm is suitable 

and can reach to good-quality solution within a 

reasonable computation time. The formula (24) is used to 

calculate the percentage of deviation (PD) and evaluate 

the improvement rates of the approach. The smaller PD 

indicates a better result because it approaches the optimal 

value.   

𝑃𝐷 =
𝑂𝑝𝑡−𝑍

𝑂𝑝𝑡
𝑥100% (24) 

where 𝑂𝑝𝑡 is the optimal value and 𝑍 denotes the result 

of the algorithm.  

The percentage of deviation of the algorithms for each 

problem is shown in Table 2. 

 

Table 2. The percentage of deviation 

 

 

 

 

 

 

 

 

 

 

 

Based on the percentage of deviation as we can see in 

Table 2, the HCPSO algorithm has also the smallest 

average compared with PSO and CSO. We can also know 

that the larger problem set doesn’t affect the percentage 

of deviation HCPSO algorithm. It is different with PSO 

and CSO; the percentage of deviation of both algorithms 

increases on larger problem sets. Thus, we can use the 

Hybrid Cat-Particle Swarm Optimization to solve large-

sized modified bounded knapsack problems with 

multiple constraints. 

5. CONCLUSIONS 

In this paper, the Hybrid Cat-Particle Swarm 

Optimization (HCPSO) as a combination of Particle 

Swarm Optimization (PSO) and Cat Swarm Optimization 

(CSO) algorithms, has been proposed to solve modified 

bounded knapsack problem with multiple constraints 

(MBKP-MC). This hybridization aims to accelerate the 

convergence to the optimal value. The proposed 

algorithm has been applied to the MBKP-MC data and 

the results have been compared with the PSO and CSO 

algorithms. Based on the experimental results, it is known 

that the HCPSO algorithm provides better performance 

in the two mentioned algorithms on all problem sets. 

Thus, it makes the HCPSO algorithm convenient to use. 
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